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INTRODUCTION ' . )

)
L]

" This volume is one of a series that documents Stage Threé of a project on
Quality in the Pell Grant Delivery System. Other volumes concern the substantive
findings -of the project and recommendations for actions to correct the problems

- found. : '

1

- In. September, lQSd, the Office of Student Financial Assistance (OSFA) of the
U S. bepartment of Education contracted with Advanced Technology, Inc., of McLean
and Reston, Virginia, to conduct a’ three-year study to .assess the accuracy and
rehablhty of the Basic Educational -Opportunity Grant (BEOG) Program and
recommend administrative changes to 1mprove ‘it.  Westat, Inc., of Rockville,
Maryland, has served as a subcontractor to Advanced Technology throughout the study.
In 1981, the name of the program was changed to the Pell Grant Program.

~ Pell Grants are entitlements available to students to support part of the cost of
pursuing postsecondary education. The students, the schools they attend, and the

programs in which they enroll must satisfy categorical eligibility requirements. Once-- -

these requirements have been met, _'the amount of the stu‘dent's grant depends on the
student's "need," -which is a function of both the cost of the program and of the
student's ability to pay that cost from s'tudent_ and family assets and income. The
':calcula;ion of ‘costs and the ‘_student/fam}ly contriBution are prescribed by program A
formulae. Awards can be made in error if the student or the program is deemed to
. satisfy categorical criteria which they do not, in fact, meet, or i"i the student's need is
a\kmlscalculated or if the institution miscalculates the studentls costs, enrollment
status, or award.' Thé money- for awards is usually allocated from the U.S. Treasury to
the 1nst1tut10ns,\wh1ch pay\lt to individual students or credit it to their accounts.\
s ‘ . . ' . . ;
DurmgﬁStage One of the study--the first year of the contract (1980-81)-
Advanced Technology and Westat exammed a natlonal sample of Pell Grant recipients

to deterg_x—r?hglbxhty and award calculatlon error. Westat drew the natlonal sample

4
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_ ) . | _ - .
of 4,500 recipients and.interviewed them énd[*t'heir parents about their eligibility and
financial situation, examining documentation at the same time. Advanced Technology
hired staff to visit the institutions attended by.these students, examine the records on
the students and any supporting documents on file, and interview the financial aid
administrators. This data collection procedure was also followed 1n Stage Three--the
th1rd year of the contract (1982-83)--and is described below.

]

The Stage One study determined program-w1de rates of discrepancy between
actual grant awards and the awards that should have been made according to program-
rules and the documents exammed, and attributed these discrepancies to 1nst1tutlons,
recipients or their parents, and application processors. On the basis of these-
discrepancy rates, the study also identified error-prone groups of recipients. Finally,
Stage One suggested feasible corrective management act1v1t1es to reduce error rates
for every area in which error rates were excessive. o - —

During Stage TQo (October, 1981, to December, 1982), Advenced Technology

began the design of a quality control system for the Pell Program and made some error

.. analyses and corrective action recommendations for specific. features -of related
student aid programs. The Department of Education began installing cokcective
measures, including a requirement for greatly increased validation of Pell Grant
applicants on a limited number.of application’ items,'rath?’r than a small sample on
‘more 1tems. Im 1983, the quahty control system de51gn component became-‘a separate

project. N

.
¥

- Stage Three of the study ,(1982-83) has essentially been a replication of Stage
One, with the objective of determining changes in program error over time, especially
changes potentially brought about by the extended validation recjuirement. As in Stage
One, Westat'developed a sampling procedure and intervieWed the sampled parents and
students, and Advanced Technology visited institutions to examlne documents m

. student files and interview fihancial aid administrators. Dur1ng Stage Three Advanced
Technology made a preh-r\‘Zn‘:‘ry visit to each of 347 institutions to draw the ‘sample of,
4,109 students on site (during Stage One Westat had drawn the sample at its home ™
office from hsts supplied by the 1nst1tutlons) and to gather data for ag assessment of
comphance w1th the new validation requ1rement. & 6\




r
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A findings report (Volume 1) and corrective action: recommendations based on
these data (Volume 2) are again accompanymg this report on methodology (Volume 3).
The contents of this volume conslst of the procedures and methods of the study
including sample selection, institational visits, student and parent data collection, da.ta_

processmg, and data analysis. In addition, sampling response rates and detailed tables'
~of the \}arlance estimates for Volume 1 are included in a flnal chapter. Methodology
. that is deemed to be essent1al for understanding the findings of the report (Volume l)

is 1ncluded in that volume. Thus, Volume ! includes error deflmtlons, strength of

documentatnon, weighting and nonresponse adjustment, and exper1mental bias

assessment in addition to findings on error-in the Pell Grant program

3
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* SAMPLE SELECTION ‘ ,) .

This chapter outlines the procedures used to select the sample of institutions for
inclL;sion in the study and to select students at those inst'ttu_tions for interviewing.
Two samplihg .?echniq_ues were used to select'the students to be interviewed: one for
students attending’ institutions distributing Pell Grants under the Regular

Dlsbursement System (RDS), and. one for students attending institutions using - the .

Alternate Dlsbursement System (ADS).* The result was a self—welghtmg probability
sample of all Pell recipients.

-

2.1 OVERVIEW OF SAMPLING FOR THE STUDY

_.4 o ;'Zﬁ.l.l.c‘lhe RDS Sample

. ; . . ot

_ " The sample of students atjending the RDS institutions was selected using a two-
- stage sampling procedure. The institutions were arranged in geographic clusters
' durin the'flrst stage of selection, with stratification l'ay type of institution (less than
ftwo'y ars, two to three years, and four years or more) and type of control (publlc,
.,,‘;prlvate,'a d prOprletary) done at the second stage. The sampling frame for the RDS

1nst1tutlons was constructed from the Pell Grant Program Institution Umverse File and
the October 1981 ngsess\Report E,rror/Unreasonable File. Only act1ve institutions
w1th1n the contlguous 48 states were included.
Westat selected institq%ons according to the following-steps:
- e They ordered the file by geographlc code, with clusters formed consisting .
of*consecutwe schools. Each cluster contained about eight schools.

“*Additional detall on the 'sample de51gn can be found in "Technical Report on Stage
_ Three Samplmg Procedutes for ‘lalldatlon Evaluatlon Procedures," December, 1982.

o . A - . ' ‘
R N { ! . °
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° Clusters were sampled with probablhty proportlonal to total rec1p1ents in
' the cluster. . .

¢ ~
e  They assigned an adjusted measuré of size (AMOS) to each school within
the sampled clusters, where:
AMOS;, = IMOS; /cvfos ‘ . .
i = school ]
Ij = cluster ,
IMOS =~ = the ’institution measure of size
. CMOS = the cluster measure of size . )
‘& ° ‘They ordered schools in sample clusters, ignoring the eluster identifier, by
b the following type-control strata: .

- School'controL (public, private, pro,prietary)'* Y

i - School type (offering 1 to 2 year programs, offering 2 to 3 year
' programs, offerlng l# or more year programs)

. ° \ They sampled schools systematlcally from the drdered file with probability
(‘ proportional to’the adjusted measure of size (AMOS).

The stlﬁent sample was drawn on sitg at each institu’tion by data coilectors hired

and trained by Advanced Technology. At each institution, the data collector obtained
a "list" of Pell Grant recipientgjfrom the institution and numbered them from 1l ton.
Westat provided for each institution” a list of the sequence numbers to bef sampled,
based on a fixed interval with random start. The intervals were c%u/lajed to give
each student an equal probablhty of selection, and were based on the number of
expected rec1p1ents. Sometimes the "llSt" consisted of Student Aid Reports (SAR) in a
pile or file folder, the financial aid f11es of all the students at the institution, or other

P

-unusual record formats.
Data collectors occasiona'lly' found contaminated lists which included either
recipients of other types of aid or people who had not, in fact, registered and received

. a Pell award at the institution. Where it was practical to do so, the data collector
cleaned the list before selecting the sample. Where this was not practlcal, the list was

-used in its orlglnal form, resulting in oversampling. CheCng files or records of the

o




' sar'nple enabled the data collector to ,elirﬁinate from this oversized ‘satnple ineligibles
who were not part of the study population. \ Any ineligibles still remaining in the
- sample were screened out prior to the .studept interview or the student record
abstract.

2.1.2 The ADS Samiple o | | ‘
, . _:v,

Students .attending 1nst1tut10ns us1ng the Alternate Disbursment System were
selected from a back-up tape used by the Treasury to mail checks to Pell Grant
recipients at ADS institutions. The ADS sample was not clustered by institution for
two reasons. First, there was no easily avallable indicator of what school these
students attend. Second, there are very few students in the ADS populatlon compared
to the RDS students; therefore, we expected a“proportional sample of only about 20
students, minimizing any gains that might have been acquired in the conduct of the
survey through clustering. The ADS student sample was selected 'according to the
following steps: |

° The Treasury tape was purged of duplicate records.
° The number of unique records in t‘e unduplicated file was determined.
. . . ’ 1
° A simple random sample of students was selected from the unduplicated
file.

The ADS sample was selected using the same selection probabilities as the RDS .
sample, resulting in a self-weighting probability sample combining both categories of
students.

-

2.1.3 The Control Group Samples

To pr_ovide a means of determining whether experimental bias existed, we
selected two control groups, one from the sampled institutions (Institution Control
Group or ICG) and one from both sampled and non-sampled institutions us1ng the
Computed Applicant Record (from the central processor) Control Group (@ARCG)
The ICG was selected from the sample lists used to draw the RDS sample. A fixed
interval five times greater than the main sample interval was used with a new random

start, resulting in a sample of about 800 students. Thus, institut_ions with a small

2-3
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\ number of sampled students frequently had no control sample students. = For 12
institutions, no list or reasonable facsimile was available and no control sample could
be drawn. v T . ' ‘

a
A \

. The CARCG was drawn frdm the central processor's applicant file of more than
seven million records. A sample o¥20,000 applicant records was sélected using a fixed
ihfcérvﬁl and a random star’c. This sample was matched with the Pell Recipient History
File to exclude non-recipients and separate students attending sarﬁpled and non-
sampled institutions. The resulting file contained 9,051 récipients at non-sampled
institutions and 1,997 recipients at sampled‘institutions.

2.2 DETAILED SAMPLING PLAN

The primary objective of the sample design was to choose a probability sample of
students enrolled at educationa] institutions participating in the 1982-83 Pell Grant
program. The statistically repfésentative sample was designed to minimize the
variability of characteristics among possible samples that c.an*result from sample
selection. 'The method used to achieve this goal was sample seleétion with probability.
proportional to a measure of size (MOS) that is presumed to be correlated with the '
statistics being estimated. In the institution sample seféction, the measure of size
used was the number of Pell Grant recipients reported by the institution in the
.October 1981 Progress Report. The October }981 Progfess Report was used for two
reasons: (1) the October report satisfied the need for a sample of students receiving

grants in the Fall; and (2) current year (1982-83) Progress Reports were incomplete.
2.2.1 Sample Size and Precision

The choice of sample size was determined, in large part, by the budget and time
contraints of the study and the level of precision sought for sarﬁple estimates. The
maximum number of institutions that reasonably could be contacted during the period
provided .‘for. institutional data collection was about 300. In terms of the recipient

sample, the budget permitted 3,600 completed interviews.

Based on the data available from the 1980-81 study (Stage One),. basic
assumptions on parameters that were not available at that time, we estimated the

précision that can be expected with 300 institutions and an average of 12 students per

Q : 2-4
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institution. . A student characteristic such as absolute dollar error (%) canbe looked at

as the product of two variables to be estimated from the'survey: the average absolute

"dollar value of the error given that an error was made (8); and the yroportlon of cases
in error (P); thus -

X'= Pe

)

The relvariance (square of the coefficient of var1at1on) from a cluster sample may be"

approximated by:

4
-

V%:}__.Vz 1+ p (A-1)

3-
poo |

v2 - V& + (-P)

p
Vé = relvariance, between students, of the amount of error;
P = proportion of cases in error, |
m = number of clusters;
o - intra-cluster correlation coefficient; and
n = average cluster size.

Estimates of the coefficient of variation for several values of P are presented in Table

2-1. The following parameter values were assumed.

4

o = .5 (variance estimates from Stage One suggest that the intra-class
correlatlon between students in a school is. quite high)
V2
Ve - . 1 (derived from Stage One variance estimates)
mn = 3600 .
g S

4

)



TABLE. 2-1 -

e ' ' . '
-~ EXPECTED COEFFICIENT OF VARIATION FOR AVERAGE. ABSOLUTE
~ DOLLAR VALUE OF ERROR, ASSUMING DIFFERENT VALUES OF P

i}

RO

- - . ' . . ¢ B
. : Proportion Of Students Who Had Some Error
. P=.38 . P=.6 P=.4 P=.2
Coefficient of ' '

variation ; .052 : .065 085 127

2.2.2 Design Objectives

In terms of survey implementation, the proposed sample design had%fbe following .

objectives: “
) Limit the amount of field travel :
_ #
. Control the number of students and sepgrate institutions selected
° Insure the representation of a variety of institutions [ ) N
a . ) -'('Ql: '

ik‘»&y’

The procedures described below yielded a sample meeti‘ng these objectives.

2.3 SAMPLING FRAME: INSTITUTIONS USING REGULAR DISBURSEMENT -
SYSTEM : '

The sampling frame for the RDS'institution sample was constructed from the
Pell Grant Program. Institution Universe File and the October 198! Progress Report
~ Error/Unreasonable File. The following steps were taken in the construction of the

frame.

2.3.1 Selection of a Single Record Per Institution

A singlé record per institution was extracted from the Progress Report File,
which contained progress reborts for October and ad Hoc or update reports. The initial
October report was used unless an udpate _\A_}as available. Branches of institutions
reporting through a central office had no Progress Report record because the central’

2-6
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office accounted for their Pell Grant recipients. Details on the treatment of multi-
branch campuses wheré the central office reports for all'branghes  are.given in a later

section. s , ) T

2.3.2 Selection of Eligible Institutions

- After a single Progress Report record was extracted for each institution, these
records were merged with the Universe File, by institution ID, and only in-scope
1nst1tutlons were retained in the frame. .For the’ purpose of this survey, 1nst1tutlons

are considered in-scope if they met the following cond1tlons.

b

° They were in the coterm1nous Un1ted States (excludes Puerto Rico, Alaska,
Hawaii and the Virgin Islands). . o
‘ €
® They had RDS participation codes--position 240 on Universe Flle--of either .
1 (participating, independent campus), 2 (central office for participating
branch campus sytem), or 3 (branch campus participating through a central
office). .

w

e

° They had an eligibility code--position 239 on Universe File--of 1 (eligible
for Pell Grant).

® They had an institutional status code--position 494 on Universe File--of 1
(active institution which may or may not be funded).
2.3.3.Imputation of Recipients (Measure of Size)

v

Eligible institutions which were on the Universe File but not on the Progress

'Report File--other than those reporting through a central office--were flagged for

imputation of the number of recipients. Two hundred and fortyf%two institutions were .

in this group. Based on 4,676 institutions that had data on the 'nUmbe_r of recipients,

undergraduate enrollment, institution type and institution control, we .estimated a. -

regression functlon to predict rec1p1ents as a function of the other three Varlables. In
the estimation, we generated* dummy variables for 1nst1tut10n type and control
categories and used the most general model, which included two-way and three -way
interactions. The RZ obtained was .72 (proportion of the variance in the dependent
variable explained by the regression); a very good fit for cross-section data. Sixty-
three institutions had no reported recipients and no undergraduate enroliment figure -
and thus imputation with the regression function was not possible. 'l'_hese'"institutions
were listed for inspection, and since they were fairly small schools (such as
;o

2.7 ,
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"Pedlgree School of Dog Grqomlng"), they were assigned a value of 8 rec1p1ents to be’
* used as measure of size. . - e NG

——

2.3.4 Treatment of Cagnpuses where the Central Office Reports. for all’Branches

-,
o
« .

Institutions where the central offlce reported for all the branches (Participation

Code = 2) wefe handled as follows:
X Q4

I

o For campuses broken down by branches in the "Education Directory -
Colleges and Universities 1981-82", we allocated the recipients reported by
the central officé among the main campus and branches accord1ng to their
requctlve enrollments; that 1s.

Recipients, = (Enro.llmentB/Tot,al Enrollment) x Total Recipients

° For other institutions--if the central office was selected, we called the
school and détermined if records of Pell Grant recipients were kept at the
central office or at the individual branches. ,If records were kept at the
central office, we sampled students .from the central offlce files; and
individual branches were not d1st1ngu1shed

e  FKor institutions that kept records at the individual branches, we obtained .
the breakdown of number of participants by branch and selected one branch
within the institution, probability proportional to size (PPS), using the
rec1p1ents at the branch as the measure of size. !

2.3.5 Determination of Certainty Institutions
&

® .
To obtain a final sample of about 300 covoperating schools--allowing for 2 percent

' out-of-scope institutions and 95 percent institution cooperation--requires an initial

'sample of 322 institutions. Institutions with reported recipients greater than the

overall institution selection interval (total measure of size/322) were drawn into the
sample with certainty.

1

The certainty cutoff was set at 3,740 recipients or approximately 70 percent of -

the school selection interval. That is,

Total Recipients x .70 = 1,746,131 x .70 = 3740
School Sample 322




Thjs certainty cutoff yielded 34 certaihty institutions, 4 of which were central offices.

-
-~

2.3.6 Selection of Noncertainty Institutions : '
. - . - . : & —-
- . o N .
The sample design for the noncertainty portion of the s'ample was basically a

double sampllng procedure with PPS selection of -Clusters and implicitly stratified PPS
selectlon of all schools 1ncluded in the sample clusters The sample design called for:
SN

) Ordering the file by geographlc code and forming clusters of consecutive
schools, from the ordered frame of about 8 schools each .

—

° Sampling dlusters Wlth probablhty roportional to total recipients in the
~ clusters ~/ ) . ) ‘

. Assigning an adjusted measure of size (AMOS) to schools within sampled
clusters where: :

3

AMOS,; = IMOSi/éMOSj T !

i = school; :
.‘ <
j = cluster; ' ‘.
. IMOS = the institution measure of size; and
CMOS = the cluster measure of size

o Ordering the schools sample clusters, ignoring the cluster identifier, by the
following type and control strata:

- School control
Public
Private
Proprietary
School type
Offering | to 2 year programs
Offering 2 to 3 year programs .
Offering 4 year (or more) programs :
e . Sampling schools systematically from the ordered f{ile W1th probablllty
' proportional to the adjusted measure of size (AMOS)

To limit the amount of fleld travel, we clustered 1nst1tutlons by geographically
contlguous three-dlglt zip codes. (A previous step verified zip code and flagged those
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requiring correction.) We defined aa.cluster asasetof 8 cdnsecutive schools with total'
" minimum ‘measure of size to insure an average of 12 rec1p1ents per 1nst1tut10n The

minimum measure of size was achleved by all clusters. The clustering prodess resulted _
in 632 clusters of 8 schools each, with an average of 2,470 recipients per cluster.

.- | , | , , o ;
_ Sample of Clusters. Out of tI:E\_GBZ clusters in the frame, we sampled 72
clusters, PPS, with total number of recipients in ‘the cluster as the measure of size
“(CMOS). The 72 sampled clusters contained 576 schools. None of the clusters sizes
exceeded the sampling interval of 21 713 Wthh would have required their selection
with certamty at this stage. ' P

2 - .

Sample of Instltutlons To insure adequate representatlen of dlfferent institu-
tions, they were stratified by control (public, prlvate and proprietary) and type (less
than 2 years, 2 to' 3 years, and 4 years or more). The measure of 51ze for PPS selection
was the ratio of the institution's MOS to the measure of size of the cluste\' from which
' the institution came (CMOS).. That is, : e /

vo= OS.. . v
. AMOS; = IMOS,/CMOS;

- as defined above. The 576 institutions in the 72 sample Clusters were sorted by the
type and control strata defined above and a systematic sample of 288 1nst1tut10ns was
selected w1th probability proportlonal to the adjusted measure of size (AMOS). A
considerable number of institutions (171 or 59.3%) had”a measure of size larger than
the sampling interval and were conditional certainty 1nst1tut10ns, these were removed
from the frame before the 117 noncertainty institutions were drawn.

The resulting dietribution of the sample among type-control strata was propor-
tional to the distribution of the univeEse measure of size among the strata, . This is
illustrated in Table 2-2, . oo

o

2.4 SELECTION OF STUDENTS FROM SAMPLE RDS INSTITUTIONS

To obtain a sample of about 3,600 Pell Grant recipients--300 institutions with an)
average of 12 students per school--required an initial sample of about 4,040 recipients, '

assuming a 90 percent combined institution/recipient response rate. The overall
) ' l ‘ ' ' :



. TABLE 2-2
\‘C N
DISTRIBUTION OF RECIPIENTS IN INSTITUTION UNIVERSE .
+ COMPARED TO SAMPLED INSTITUTIONS ‘ ' -
N ’ ' ~ a
Public - - Private . Proprietary - Total
- . -~ » . . ' .
Institutich ‘ ' ' N , - _
Type = . * | Value Percent Value . | Percent Value Percent Value Percent
5 . \ 0
Less than 2 yeérs t ‘

4 . ) a . \ . ) .
Universe MOS 10,343 b 3,126 .18 92,704 5.3 . 106,173 6.1
Sample count 2 .6 ) - -- © 22 6.8 24 7.5

: ~ A -
2 to 3 years ' . .« ~ 7
~ Universe MOS 451,443 © 25.9 34,663 ( 1.9 - k6,416 2.7 ° 582,522 30.5/

Sample count . 88 27.3 .10 3.1 14 4.3 - 112 34.7
4 years or more

Universe MOS ~ 759,500 43.5 342,76 19.6 5,160 - .3 1,107,436 63.4

Sample count ' - 111 “ 345 74 23.0 1 3 186 57.8

- | ot '

Total © 4 ) “‘,x

R . ) . i . ] . 'v.;ﬂ' : "’v

Universe MOS - 1,221,286 70.0 + 380,565 21.7 144,280 . 8.3 1,746,131 - 100.0

Sample-count . 201 - 62.4 84 26.1 37 1.4 > 322 100.0
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da\Sired size is given by:

’ . N J

recipient sampling fraction, required. to achieve an equal probability- sample of the

- f

f= DI = 4040° = 1

— © Tmos 1746131 3221
where , S
_ f = overall sampling fraction
=  total number of recipients (total measure . of 51ze)

T TMOS
: - . computed from the Octobéer 1981 B¥ogress Report File.
Ny = the required initial sample of recipients

L d

Consequently, the weight associated with each sample recipient--the reciprocal of the
overall sampling rate--was 432.21.
. .’ | ¥ i .

Within any institution, the probability of selecting a given student was equal to
the overall sampling fraction. Thus, the products of the probabilities of selecting a
parttcular cluster, 1nst1tution within the cluster, and recipient within the 1nst1tution
were equal to 1/432.21. The sample, then, was effectively self-weighting, With no
ad)ustments necessary for institutional characteristics. '

2.4.1 Sampling Frame

The sampling frame was the list of Pell Grant recipients, at each of the sample

lﬂStltuthﬂS, from Wthh the recipient sample was drawn. ‘Af the time. we contacted'

the school to set up an appointment for the data collectors visit, we requested that
the school prepare a list of current and pending recipients to'be used as a sampling

-frame.

' Recipients were selected from the sampling frame systematic'ally Wlth equal
probability. For this purpose a sampling worksheet was produced for each institution. .

‘_ The sampling worksheet included all the 1nformation necessary for drawmg the sample,

such as sample interval and pregenerated selection numbers. |
After..the data collectors'obtained a list that included all Pell -Grant recipi_ents
eligible for the study, they numbered the students on the list sequentially. Then, they

. - 2-12 : R ~
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selected thdse students with sequence numbers corresponding to the selectlon numbers
given on the sampling worksheet. g
2.4.2 Weighted Estimates o

“v,

«‘l’hfﬁ sample of Pell Grant reC1p1ents from RDS schools is an equal probablhty

' ~self-we1ght1ng sample, before adjustments for nonresponse all students have the same '

weight.” The procedures used for determmmg nonresponse we1ghts have been descrlbed R :

in Volume 1. The sample selection procedure was de51gned to be used” Tn provxdxng'

estimates of student character1st1cs. ’I'hus, estlmates for 1nst1tutxons are not~
recommended. '

Toma .

2-




. - INSTITUTIONAL VISITS - . . '
. L, | a4 c »
Inst1tutlonal v151ts wére conducted in both the fall' of- 1982° and ’the spring of’,‘ ’
1983.. The fall v1s1ts had :two purposes. to draw the sample of students who wduld, as
‘well as their parents, be 1nterv1ewed in the spr1ng, and to comp11e ‘minimal information
“on newly-1nst1tuted 1nst1tutional valldatlon act1v1t1es. The results of the latter
1nvest1gatlon were dellvered to the Department of EduCatlon in December, 1982. The
- methods for tra1n1ng, schedullng, and managmg the fall data collectors “,/ere generally o
's1mllar to those reported here for the: spr1ng visits.

th

S o,
@y

“Two prev1ous reports on’ data collectlon have been subm1tted to the Department .

» of Educatlon, one on training and quallflcatlons of daita collectors and one on the data

R collectlon 1tself * " Those reports contain copies of- forms used, 1nterv1ew scnpts, and.

resumes of the ‘data- collectors. This chapter is a compllatlon of all relevant

procedural ‘and methodologlca,l sectlons from those repbrts. T Y '
N} "’_.,,Dm;-A;cOLLEQToRs F AP

T . .' ..-,-.' '~ -. o-'.; ¥

The,data collectors were the key to a successful spr1ng data collectlon. iven

""’"i."the Qomplex'lt)" c,f the peu Grant Program and the varlety of documents and

z'-;.,-.lnstltutlonal recordkeeplng systems likely to be encountered, fmanclal aid experience

e was. essentlala Slnce the data collectors would. be worklng alone all over ‘the country,

:; ‘f:.' .,_detalled superv1s1on of them- would be lmpos&ble- therefore, they had to be rellable T

Lo :'and mature enough to be able to cmake the;r 'own dec151ons 1n many 51tuatlons. b

AR O
.

*Advanced Technology, Inc., "Report on Trammg and Instrtutlonal Data Collectors for
Stage Three of the Pell Grant Quality Control Study," ‘April, 1983, and "Report on
Spring, 1983, Data Collectlon for Stage Three of the Pell Grant Quahty Control
Study," June, 1983. - R
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3.1.1 Recruitment
, )
. We. began recruiting data colle¢tors with the people who had performed
Successfully in our' two previous data collections in the spring of 1981 and the fall of
1982. .None of ‘the 1981 data collectors was available for data collection in 198,1/

However, three of the fall, 1982, field staff were available and were reh1red

We advertised. our fLeld staff needs in four newspapers and periodicals: the
Newsletter of the National Association of Student Financial Aid Admlmstrators
(NASFAA), ‘the Chronicle of Higher Education; The New York Tlmes- and The
Washington Post. The NASFAA Newsletter provided the greatest number of applicants

with the type of experiencé we were s'eeliing (at least—+¥). The two newspapers
. advertisements ‘generated few or no useful responses.. When one of the people who had
been offered a position declined at the last@gment, a well-quahfled replacement was .
hired through the personal contacts of Deputy Project Director Richard Tombaugh,

former ex,ecu'tive secretary of NASFAA and former director of the Student Financial

N

- Assistance Training Program.

3.1.2 Qualifications o

The spring,- 1983 data collectors were the best qualified of the three groups used
so far. Nine of the 15 people} initially sent into the field had been financial aid
‘girectors, 2 at lérge state instituyions; 3 others had over 10 years experience each in -
financial aid administration. The two data collectors,without financial aid experience
had performed successfully as data ccllectors in the fall of 1982. The 15 original field
staff included 4 with bachelor's degrees, 10 with master's or first professional degrees,
and 1 doctorate; 1 of those with a master's was an active doctoral candi‘date. The
degrees in most cases were in educatiof. ‘ .

Therefore, the data collectors were well-equipped by training and experience to
deal with the variety of da{;uments and record systems they would encounter in the
., field, to explaln 1nterv1ew questions to financial! &d d1rectors, and to understand
answerscé;ouched in technlcal f1nan€1al aid term1nology They also. cg:uld f1nd relevant
data in studént files qu1ckly and accurately 'I'He training: theén” concentrated on
en;urmg con51stent‘ use of" the data collection 1nstruments, with httle need for
,lnstrl)ctlon on the ba51cs of the Pell Grant Rrogram.
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3.2 SCHEDULING

The principal objective of the scheduling was to minimize travel costs while
visiting all the sample institutions within the six-week data collection period with only
15 interviewers. We drew up an ideal-m@ster schedule to achieve this goal and then

adjusted it as necessary when we could not visit on our prefe\rred, dates.

-

' 3.2.1 Master Schedule

bl
1

The first step in drawing up an ideal master schedule was to estimate how much
time was needed for each institutional visit. Since the intervie\'v had a fixed cost for
each visit, the time allowed depended on the number of students sampled. We
estimated that each interview would take an hour and that each student absfract

would require about 20" minutes initially, but slightly less for larger numbers..

~ Therefore, we estlmated that each data collectm could handle 14 students during the

first and second days at a school, 16#ge third day, and 20 on the fourth day. We broke

thése estimates down by half days as follows: -

. Number of Days

Number of Sampled Students

1 - 7 , 20
$ - 14 - o 1
\ 1s-2 Y - S 1%
22 - 28 L 2 .
29 - 36 ~ 2%
) 37 - 44 = - 3
45 - 54 3%

Once we had estimated the time required for each institutional visit, we grouped

1nst1tut10ns into clusters that would each_require one data collector one week to v151t.

'We had to allow time to travel between cities in making these clusters. In §0me cases, .

a data collector could stay in a c1ty for a whole week, even being ‘scheduled to do two
half-day schools in one day. Although the institutional sample had been clustered for

pgfficipncy in  both  student .. and parent interviewing and Jinstitutional
T i - ‘

L1 . i » .
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visits, certainty schools--those whose large number of Pell recipients made their
selection for the sample ‘certain--could be anywhere and some 'clusters" were
scattered geographically. Therefore, some of the institutions we had to schedule were
in fairly inaccessible or remote places, like Susanville, California; Trinidad, Colorado;
and Spearfish, South Dakota; others were. located hundreds of miles from the next
nearest institution's location, as was Tuscon, Arizona. We usually allowed a full day to
get from onto one of these places. We assumed that a weekend was sufficient to get
from .any one-week cluster to another. Occasionally, the schools were “%rranged
geographically in such a way that we could not avoid giving an interviewer an open
date éven though a whole Aay ‘was not needed for travel. .
After clustering the institutions into one-week work loads, we grouped the
clusters into 15 regions of 6 clusters each. Each region represented onf data
collector's a’.‘ssignment. These regions are shown in Figure 3-1. A major consideration
in this group‘iffg was the creation of loops which would enable a data collector to use
the same rehtal car for six weeks and return it to the place of origin, saving drop
charges, or féking advantége of round-trip air fares. |
A _ . | .
Once ‘institutions had been grouped into weeks and weeks into regions, we began
assigning preferred dates to the institutions. We tried to designate two alternate
ﬁ dates for each school, but this was'not always practical. Where we had several schools
to visit in a single city or within a few: miles of each other, we could rotate the
preferred dates through several days or 7) week easily. In other areas, a Week‘s work
could be treated as a loop itself, with a preferred échédule specifying travel in one
ditection and an alternate schedule inv‘olvihg travel in the reverse direction. The final
master schedule consisted of a list of all 317 participating institutions with one
preferred and one or two alternate dates for ea.ch. ) —

3.2.2 Schedule Confirmation ) >

We used Westat's telephone facilities and staff to call all the institutions to
»secure agreement on the date of our visit. Westat's telephone center includes'
sophisticated sw‘i,tching equipment which selects the cheapest telecommunications
‘system'. (MCI, SPRINT, AT&T, etc.) for each call, sound-proofed carrels for
interviewers, and monitoring equipment. Westat has available a corps of telephone
interviewers who are ékperienced in following a written script, recording answers, and
tracking individual questionnaires to Completion. ‘
o | SRR W |
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To confirm each scheduled visit and collect some other information for our data
collectors, v?e developed a script for the Westat telephone interviewers (Figure 3-2).
If an institution would not accept a visit on the preferred date or any alternate date,
the interviewer asked what dates would He acceptable. The script also gave us an
opportunity to confirm that the data we required would be available, to reiterate our

requirements, and to give the financial aid director at each school advance notice of

some questions for which he might have to compile statistics.

Westat telephone staff immediately reported to our data collection manager
(who had a temporary office at Westat's telephone center during the schedulihg period)
every case in which a school would not agree to-a visit on the preferred date. These
situations required moving other schools to alternate dates or wholesale rescheduling.
We also had a script for rescheduling calls. Whenever Possible, rescheduling was
limited to schools which had not yet been reached, to mihimize the number of changes
and the number of times individual directors weré called back. ;

Westat trained the scheduling _in';er\'/iewers.. An Advanced Technoidgy_
professional staff member was assigned to monitor the scheduling calls on a rotating
basis to cover all the interviéwers; when he had time, our data collection manager also
onitored the scheduling calls. The monitors brought minor problems to the attention

of the interviewers immediately; they encountered no major problems.

" A few schools which were difficult to reach were called directly by Advanced
Technology staff after the initial scheduling period had formally closed. Aft;er all
schools had agreed to visit dates, we compiled an individual schedule for each data
collector listing the dates, places, and times of the»v151ts, the names of the financial
aid directors, and the numbers of students in the main and con:crol group samples.’

3.3 TRAINING -

.Since all the field staff were experienced financial aid administrators or had -

been data collectors for the fall, 1982, validation evaluation, little 'training was needed
, on the Pell Grant Program. Therefore, it was possible to devote an.entire week to
interviewing techniques and to filling out correctly‘a Student Record Abstract (SRA)

for each student in the main sample. Figure 3-3 is the training schedule.

3-6 .



INSTITUTION CODE i

. INSTITUTION NAME ’ ¥

TELEPHONE NO. ( )

1.

2.

3.

City ' State

N

PELL GRANT SCHEDULE CONFIRMATION
SPRING, 1983 INSTITUTIONAL visiTs

-Good (morning/a’fternoon),,(Mrs./Mr.) . lam

, from Westat, Inc., in Rockville, Maryland. Last fall a

representative of Advanced Technology, Inc., visited ydur institution to collect
information on a sample of your Pell Grant recipients as part of the Pell Grant
Quality Control Study. A few weeks ago Dr.,Ernst Becker, head of the Division
of Quality Assurance in the O'f‘ﬁce of Student Financial Aid, sent you a letter
describing the sprmg\’data collection and ﬂe activities Advanced Technology Will
be carrying out at the sample institutions. Have you recelved that letter and had
a chance to read it?

YES (GO TO 3).

NO, DON'T KNOW, CAN'T RECALL (CONTINUE BELOW)

During April and May repr:;ént‘atives of Advanced Téchnology, Inc., the prime
contractor for the study, will be visiting each of the sample institutions to
interview their financial aid directors in more detail on validation and ways to
reduce payment error in student financial aid programs. ' They will again be
abstracting information from the files of the students selected last fall. Those
students and t_heir: parents are also being interviewed individually; many have
already been contacted by field staff.

For planning purposes, we have established a tentative schedule to visit all the
institutions this spring and hope that most institutions will cooperate so we can
meet the Department of Education's deadline for our report. I have a checklist
of items to ask you regarding our visi_'t to your institution. * '

g
[

FIGURE 3-2
SITE VISIT SCHEDULING SCRIPT
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3b.

v 1.
Our interviewer is presently scheduled to visit vl;your institution on
) at . Is that date and time acceptable to you?
YES (GO TO 3c)
NO (IF DATE UNACCEPTABLE, GO TO 3b; IF TIME ONLY
UNACCEPTABLE, CONTINUE BELOW)
What time can our visitor arrive to get in a full day's work?
(RECORD TIME) (GO TO 3c)

-~ \

Because our interviewers have so much travelling to do, it is important
that we be able to visit all the institutions in one city or area on a single

visit. Pending confirmation from the other institutions in your area,

or would be good alternate
dates for us. Would they be acceptable to you? (IF "YES," GO TO 3c;.IF
"NO," CONTINUE BELOW.) ‘

@\\

Although we would prefer to interview the fmancx% aid director at each
institution at the begmnmg of our visit, we could talk to an assocxate or
assistant director who can answer authontauvely about your institution's. .
policies and pracnces regarding Pell Grant validation and administration
and packagmg of student aid; or we could begm the visit with the student
record reviews and talk to you later in the day. Could we use either of
these alternatives to keep to one of the dates I have suégested?

YES (RECORD WHICH DATE AND TIME)

NO (CONTINUE BELOW)
" .
Keepmg in mind that we have to keep a very tight schedule, what would be
the closest acceptable date to the date I originally suggested? 1 originally
suggested : _ .. (RECORD ALTERNATE DATE)

FIGURE 3-2 (cont'd)
SITE VISIT SCHEDULING SCRIPT.
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3c. Are there any local\holidays or school vacation perif:d:s that might
" interfere with the date we have agreed to? .
YES (CONTINUE BELOW) | \
NO (GO TO 4d) _ !

Is that a local holiday which might affect other institutions in your area,
or is it specific to your institution?
____ HOLIDAY, MIGHT AFFECT OTHER INSTITUTIONS

J - SPECIFIC TO OWN INSTITUTION

Agam, keeping in mind aur need to visit several institutions when we are in you

area what would be the best time for our visit.that would be close to the date 1

;_orxgmally suggested? That date was .
(RECORD DATE)

_(‘

4. ~ To determine enrollment status and the amounts and dates of Pell Grant
dxsbursements, our 1nterv1ewers often have to visit the registrar and bursar, as
well,as the student aid ofﬁcé) Are both the reéwtér and bursar located in the
same building as your office?
YES (GO TO 4b) _
NO (CONTINUE BELOW)

4a. Where is the registrar's office?
(RECORD ANSWER)

g Where is the bursar's office?
(RECORD ANSWER)

We would appreciate your notifying the bursar and registrar of the visit, .
< ' just in case our researcher n?eds to talk to them or check their records.
5. Are all the records for your institu:tion's students on your campus, O are any of
them kept elsewhere, at a central office or branch campus? .
ALL RECORDS KEPT HERE (GO TO QUESTION 6)
SOME OR ALL RECORDS KEPT ELSEWHERE (CONTINUE \VITH

! 5a BELow)
' “FIGURE 3-2 (cont'd)
SITE VISIT SCHEDULING SCRIPT -
o - ' 309
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5a. What records are kept elsewhere?
(RECORD ANSWER)

5b: Where are those records kept? (RECORD NAME AND ADDRESS OF
-OFFICE, INSTITUTION, CONSULTANT, ETC.) Co "

-

L]

5c. Whom should we contact to get access to those records?
NAME

‘ TELEPHONE NUMBER

5d.  Are the records there complete, or would we have to visit your office or,
- campus also? v
YES, RECORDS THERE ARE COMPLETE } o

WOULD HAVE TO VISIT THIS OFFICE ALSO
» ., :

- 6. . Will enrollment and Pell disbursment records be open and available to ,‘our visitor
on (DATE OF SCHEDULED VISIT) . RIS

YES (GO TO 7a). B
—__  NO, PELL RECORDS NOT OlSEN ON THAT DATE (GO TO 6a)

- 'NO, CANNOT PERMIT OUTSIDE INSPECTION (GO TO 6b)

4 . -
6a. Again, keeping in ‘mind ouc.need to visit sevérél"itr'istituti’ons when we are in
your part of the country, what would be ‘the date(s) closest to the date I
ooriginally suggested on  which we could visit. - That date was

(RECORD DATE)

FIGURE 3-2 (cont'd)
SITE VISIT SCHEDULING SCRIPT
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6b.
~
" B 7a.
]

7b.

As the earlier correspondence e)fplained, Wwe are under contract to the U.S.
Department of Education to complete this study, and, under existing
regulations, information about a student's financial aid may be disclosed to
authorized Education Depar’tment reprégentatives without the consent of
parents- or students. We did examine Pell Grant records last fall for the
students we selected then. Is there an official reason or new institutional
policy which would reqﬁire you to clos¢ the records?

YES (RECORD REASON) -

N

¢

(CLOSE INTERVIEW AND REFER - INSTITUTION TO PROJECT

' DIRECTOR.) » -

Can you suggest where our researcher should park his or her car and note
any special procedures to be aware of, such as checking ir with' campus'

security? - . g

s =4 ] . -

\
4 , '

'Is there any ‘particular néarby hotel or motel which’ YOLilre,c,omumeh'd to
- people from out of town who are visiting your school? (DO NOT PRQBE o
FOR ANSWER.TO THIS QUESTION) SRR |

.’.

FIGURE 32 (cont'd)
- SITE VISIT SCHEDULING SCRIPT
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Before ending the call, let me just give you some advance notice concerning a

-couple of items our interviewer will be asking about which you might have to

look up. We will need to know how many students were selected by, -you and by

the. U.S. Department of Education for Pell Grant validation, how many you asked

for citizenship or residency documentation, and how many ‘corrections were
made on the basis of Veterans Admxmstratxon thormation. We wul also be'
askxng about the effects of validation m terms of the number..of students whose

g payments were. delayed and how long the average delay was. ~ ,
_ (IF ,RESPONDENT ASKS FOR DETAILS OR DEFlNlTlONS, READ THE

FOLLOWING )

Our researcher, who will be an expenenced financial aid admmxstrator, will have .
the details. We just want to let you know in a general way about a cauple of
questions that might Tequire you to look up some numbers in order to ‘answer

o [}

cforrectly. . . ‘ . . i "_, .
o
Thank you for your help. Let me rev1ew the date .we have agreed to: Our
researg.;her will arrive on at - e . Is this
your 'understanding? o - R 1
YES '

-

Our researcher wxll call you from the field a few days before arnval in order to -
conf;rm the vxsnt.; RN . ST

2 ~ ' . FIGURE 3-2 (cont'd)

SITE VISIT SCHEDULING SCRIPT -
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TRAINING PROGRAM

PELL GRANT QUALITY CONTROL STUDY .

{

A
R 30

- 12:15

1:00
- 1:15

- 3:30

SR

P

- 10:30

W
~ Monday, Apr_ll 4 {
 AGENDA T

Coffee . L

“General Welcome, : Introductlons, and Overview. -of

© Traihing Week - Mr. Rlchard Tombaugh, Advanced

Technology

",::.l, .

" Introduction to Advancecf Technology. ~. l_3r. Alex .
- Ratnofsky, Advanced Technology .

‘ Introduction and Background of Pell Grant Quality

Control Study = Mr. Ernst Becker, Department of
Educatlon : . -\_-,‘ o

* Overview of Stage IIl Quality Control Actlvmes - Ms.

Carol Miller, Advanced Technology, and Mr. Bab
Learmonth,: Westat :

Overview of Data Collectors' Tasks and Responsxbllxtles -
Richard Tombaugh o

Break l\ ) .

Conductmg 'the, Instltutlonal Interv1ew With the FAA -,
Richard Tombaugh SRR

o -
.'r.-‘

/.

Lunch - - '

’ ’ v
:

Revrew of Tr"'nlng Manual - M. Tracy O'Connor,

\,-Z

| l_ Detailed Item-by-Item Examination of Instxtutlonal' ;,
- Interview Form + Mr. John: Ne‘élyy Advanced Technology

. Break . ,{_ -

Demonstratlon of ‘Instllonl ;nterv1ew - Carol Miller
and Richard Tompa; gy’

%y ‘Review 'Answers m Demonstratlon Intervxew- Group -
: Practice: Beginning the Interview, Answering Respondent
., Questions, and Asking the Interview Questlons - Carol

Miller. and Rlchard Tombaugh -

l ' A

*  FIGURE3-3  _




."'., e
s "‘-:- Tuesda April 5 -
Coffee and v
'Role Playxng al; Int W W,
Pairs e 3 RS - ~
Actlng Out of Instltutlonal,lntervnew. - Tra1ners Playing’ |
Difficult Respondents with Trainees: .ds- Interviewers to -
..., Practice Probing and Handling: Difficult Sxtuanyons -Carol
“-»,  Miller, Richard Tombaugh, ..and Dr‘. Albert Parker, -
¢ Advanced Technology S 3
7+-10:30 - 10:45  Break-and ID Photos,
10:45 - 12:15 > | Detailed Item-by-Item Examlnatlon of Student Record
o ' : v Abstract and Specifics of Completlng Atbstracts -~ John.
_ : Neely
ER Yy ,
12: - Eo.p .
12:15 1@4{ | Lunch . .
1:00 - 2:00 Distribution of Hypothetical Student Frnanc’xal Ald Record A.
) File; Perusal of Sample Forms Likely taybe Found in’
v Student Aid Flles, Revxew of Federal Tax Forms Rxchard
AT Tombaugh .
'{:1"-2':00.: 3:00 ' Practice Completlng a Student Record Abstract Usmg
L Data from Hypothetlcal Student Flles :
300-— (3.15 . : Break ' ‘:‘a . 0,\ \ '
': ._3_:'_._15_ -415 v -.‘Practxce Completlng a Second Student Récord Abstract }
:>415 ) .'""5:0_0 ‘. R f“.."":‘ .Abstractlng the Atyplcal Student Record - Richard
TR ’ . e ;Tombaugh . . "t‘
L 5:30° - ‘Completlon of Busxness Forms and Assocxated lsaperwork oy
- Tracy O'Connor and 'ﬂamce Grant ‘ ,,,,, ( 4
) . .Z._ T Evemng ‘Assignment: Student 'R_ecord Abstract (Practice
ot . . Three) S T e
“."i. . =7 FIGURE3-3(contd) - e >
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8:15 - 8:30

8:30 - 9:15

[

9:15 - 10:15

10:15
10:30

11:00

12:00

10:30
11:00

12?6

1:00

1:00 - 2:00

2:00 - 2:30

3:30

3:45

4;00

 Coffee

. g aer
RIS

PR

-

L erdnesday; April 6

4

.'Review of Answers for Tuesday Evening Assignment -

1

Ri'c':hard Tombaugh - -

- Practice Completing a Fourth Student Record Abstract -
rBrléa)k "

Discussion of Institution Control Group Activities - Albert
Parker : - ‘

_Role Playing of Resolution/Exit Interview with FAA -
- Carol Miller and Richard Tombaugh

: Dunc;h

Explanation .of Shipping and .Receiving of Data Collection

Materials, Editing and Post-Interview Procedures - Johiy:

Neely

Explanation of Wha) Happens’ to Completed «Data

.. Collection Forms Upon Return to Project -Office: Log-in
" ‘of Forms, intgrview Verification, Coding, Keypunching,-

and Data Processing - James Southwick, Charles
Schueller, and Dr. Dan Geller, Advanced Technology

- .

Explanation of Trayel: A_;irangements - - Cash Advances, '

Hotel Reservatiofs;. ‘Alrline Tickets, Car Rental

Procedures, aqd”:‘Estpensq‘;'-"Reports; Discussion of Field
:Afticipated Problems - Tracy O'Connor and -

Reporting and

~

Albert Parker;" . ...

Break

» Description of Thursday, April 7, Field Practice - Richard

Tombaugh -

Practice Completing a‘F-i'fth Student Record Abstract

FIGURE 3-3 (cont'd) - N
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9:00 - 12:00

. Aday

Amqracan University T A L
Washington, D.C. i ST

Washington, D.C.

Thurstay, Al 7.

Sy

Review of - P110t Data Collecnon for Campus-Basecf

Programs -. .Rachard Tombaugh (Justlce, Alvarez, and
Finch only) - , ..
Field Practice at the FolloWing‘.‘A’.xfgé Institutions:

Computer Learning Center (afternoon only) -
Springfield VA

George Washmgton Umversxty
Washmgton, D.C.

Georgetown University

Montgomery Community College
Rockyville, MD

Monfgomery Community 'C'ollege _
Takoma Park, MD

Howard Universify
Washington, D.C.

FIGURE 3-3 (cont'd) . r
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8:15 - 8:30 -

8:30 - 10:00

-10:15

10:00 -

10:15 - 11:45
1145 - 12:45
’12:45 - 2:00

2:00 - 3:00

~ | .

<

Friday, April 8

Coffee

Detailed Review of Previous Day's Field Practice - -
Discussions of Experience, Answers to Trainee Questions,
Advice on How to.Handle Problem Situations - Richard
Tombaugh _

Summary - Carol Miller

Confirmation Calls to First Week's Institutions

Lunch

Issuing of Cash Advances; Tripsto Bank for Traveler's
Checks . T

Recap of Training Weék; Completion of Paperwork;
Answering of Questions '

®

FIGURE 3-3 (cont'd)
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'3.3.1 Manuals ’ | -

<
A

We produced thﬁ instruction books for the data collectors: a Data Collector
- Training Manual and Question-by-Question Specifications. We also distributed to the

data collectors for reference in the field the Pell Grant Validation Handbook and two

booklets published  for OSFA's Student Financial Assistance Training Program: Aid
Administrator's Guide to IRS Forms and Schedules and Index of Regulations. The
o

Training Manual covered general data collection procedures, specific procedures for

this study, and travel and accounting arrangements, but not how to code specific items

on the data collection forms; that was the province of the Question-by-Question
Specifications. ~ '

3.3.2 Interviewer Training

Since our data collectors had considerable experience in reviewing Student Aid
Reports (SARs), income tax forms, and other documents in studrent aid files, but little
or no experience in conducting structured interviews, we devoted a greater proportion
of the training to the intervie’w‘than the amount of time required for it in the field

would suggest.

During the first day of the training week, we introducpd the data collectors to
general interviewing procedures with a sound and slide presentation Ydeveloped by
Westat for interviewer training, made a detailed, item-by-item presentation of the
institutional interview form, an\d staged a demonstration interview with senior project
s;taf‘f playing the parts of interviéwqr and financial aid director. The second day of
training included opportunities for each data collector to practice an interview, with
another data collector playing the role of financial aid director, and a demonstration
by pro'ject staff of how to handle three types‘ of difficult situations: a hostile,-
uriZ:ooperative respondent, a voluble respondent who wandered off into long but
~ irrelevant answers, and a taciturn respondent who had to be askéd to expand or explain
brief, cryptic answers. We also staged a demonstration of the exit interview in which "
data collectors were to attempt to resolve certain problems which they had uncoveféd
when they {filled out the Student Record Abstracts (SRAs). This demonstration was

important because there was no specified form or script for this exit interview.

L



.

3.3.3 Student Record Abstract Training

Although our field staff had plenty of experience with the student aid forms and’
validdtion documents from which they were to collect the data on individual students,
they needed training in filling out and editing our formsso thatseveryone would collect
_.t{le same information in a format that could be coded easily at the project office.
Therefore, we went over the SRA in detail, one item at-a time, defining exactly what
information we w.anted, explaining what documentation we desired, discussing possible"
problems, and gnswering questions. The most important part of the training was‘a
series of exercises in which we gave the datarcollectors student aid files;for fictional
students from which to practice filling out SRAs. We then reviewed the data and how

they should have been entered on the form. Mr. Richard Tombaugh also conducted a"f‘_-,‘,"

special training session on some of the unusual situations which mlght be encountered : G

in zhe field.

3.3.4 Site Visit Practice

-

Qn the fourth day of the training )veek, Wegnt the data collectors in’ groups of

two or. three to seven local institutions whxch were’ not 1ncluded m ‘t,he sample' each_' e

group was accompanxed by a member of the pro)ect staff. The purpose of these v1s1ts;
was to give the data collectors an opportunity to practice the interview and
completion of several SRAs under conditions which more closely approximated what
they would encounter in the field. -

We had arranged beforehand to interview the financial aid director or Pell Grant
manager at each practice site. Each of the two or three data collectors did part of
the interview. We had also asked the financial aid director to pull several files at
random for each data collector. These were not a scientific sample but did provide

practice with real files and, at some sites, computerized record systems.
On the day after the practice, the last day of the training, we held a discussion

and evaluation of the practice at which the data collectors shared the lessons they had

learned and the project staff answered questions.
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3.4 ﬂFIE,LD SUPERVISIO

Extensive field supervision of the data collection staff ensured that we became

#» aware of problems and resolved them promptly. Field supervision included regularly

scheduled calls to the field supervisor from the data collectors; unscheduled calls to

the field 4supérviSor for the resolution of specific proi:lems; field visits to all dataﬂé

collectors by senior project staff; validation calls to a samplé of the institutions

Qvisited by each data col!ector; and calls to data collectors for resolution of problems
-revealed by editing. )

}

|

* 3.4.1 Scheduled Calls
" Each data collector had a regular time at which to call the field supervisor each &
week, régardless of time zone-or whatever else the data collector was doing.
(Exceptions were made only for interviews which interfered with the call because of
time zone differential.) The scheduled call was an opportunity for the data collector to
raise any problems which had not required imr'nediate.corisultation wii_h the project
staff, including prospective problems uncovered by calls to institutions to confirm
. appointments. It also gave the field supervisor a chance to discuss problems with the
data collector, especially those which had appeared during editing at the project office
but were not serious enough to demand an immediate call, such as items omitted on
the SRA which required a call from ‘the d@(ca collector to the institution. The field
supervisor also informed the data collectors about errors in the completion of SRAs
which did not require calling the institutions for further data, such as inadequate field
editing. The ‘coders had forms for this purpose which they could place in each data
collgctor's file. The field supervi;o'r had a Fhecklist of potential problem areas to

review with the data collectors each week. .

3.4.2 Technical Liaison .

(Calls from the data collectors to the field sijpervisor were more frequent than
regWjarly scheduled calls, especially during the early weeks of the study. These dealt
‘with unique or unu.sual situations at particular institutions which -had not been covered
during training, and- concerned the SRA almost exclusively. How to answer a
particular question often depended on the purpose of the question or how the data
would be used in analysis, so the field supervisor checked often with the manager for

data analysis or other project analysts.
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3.4.3 Monitoring

A member of ‘the project management or analysis staff visited every one of the
data collectors during the first eight days in the field to observe how they interviewed
financial aid directors and completed SRAs. The visits were made by the project
manager, the deputy project manager, the manager for analysis, and i project analyst.
They monitored the new data collectors (those who had not worked on the project ipn
the fall of 1982) durlng the flrst week, and the three returning data collectors on the
first three days of the second week:

Durlng these monltorlng v1slts, the mon1tors answered questlons which had not
arlsen dUl'l g tralnlng, corrected some mlnor errors in completion of the SRAs, and '’
,made other suggestlons to the data collectors. They fourid no'systematic errors or any
"problems comparable to those whxch had led us to'pull a data collector from the f1eld
durlng the fall. ' R

3.4.4 Validation . .
y Uy

Monitoring v151ts 'vh,s itoo expensive to do more than once as long as no major

problems were dlscoVer&‘ As a continuing check on the performance of the data

‘collectors and a sodrce of ‘feedback from a different perspective, we instituted

: .
¥

telephone valldatx.on.- In’a Second week of the field period, a professional prolect‘

R

staff member\dalfed e,very one of the financial aid directors who had been v1sl;
during the {u‘;st week a' o 'ml '1stered a brief quesnonnalre which included an’ open-

ended 1‘terﬂ ?bou " "..:c.ollector's performance . (Figure 3-4). Each. week'.




~ 'PELL GRANT QC PROJECT
<" SPRING, 1983 DATAYCOLLECTION

INTERVIEWER VALIDATION REPORT

Interviewer
N .. .. .
Instntu\;x Visited

Financial Aid Administrator, o

Telephone Number

[}
Date of Visit

validation Calls (Enter call-back time in next column) /
Date: od '
Time:

L3

Hello, this is (YOUR NAME) from Advanced Technology, Inc. In order to assure
the quality of the data collected for the Pell Grant study we are doing for the
Department of Education, we are calling the participating institutions to evaluate the
perform_nce of our field personnel. -“ ,
On ' ’ was scheduled to interview
Date of visit Name of Interviewer

you and collect some data from sdme of your student-files.
' .
~1.  Did (he/she) arrive on time?

l. Yes a < L A
2. No T A . ST e

2. Did (he/she) present (his/her) credentials?

l. Yes _ . s
2. No =

'3, Did (He/she) conduct the interview with you in a professional manner?

J

l. Yes .
2. No—=What in particular did you find unprofessional about (his/her)

o

conduct?

]

FIGURE 3-4

INTERVIEWER VALIDATION REPORT
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4.

5.

6.

7. .

N
Was (he/she) able to answer any questions you or your staff had about the study?

1. Yes L :
2. No—=What was the question (he/she) could not answer?

Was (he/she) careful with yoﬁr files and cooperative with your staff?

l. Yes
2. No —= What problems did (he/she) cause?

k4

Did (he/she) conduct an exit interview with you or one of your professiénal staff,
or offer to? v : o

l. Yes ' . N
2. No

Do you have "any further comments ‘about (his/her) pérformance, or any
suggestions to ‘pass on'to (him/her)? (RECORD COMMENTS) '

FIGURE 3-4 (cont"d) >

'

INTE‘RVI‘E'WER VALIDATION REPORT
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3.4.5 Problem Resolution ' L. i
Whenever possibfe, data collection problerns revealed by editing of SRAs were
resolved through calls to the respon51ble data collectors. Sometimes they remembered
‘the c1rcumstances at a particular institution and were able to provide addltlonal
| ‘information 1mmed1ate§];y ‘In other cases, they had to call the 1nst1tutlons themselves. Ao
'Havxng the dita collector, rather than a member of the central project staff, call the .
“institution had two advantages. Flrst, the data collector- was already known at the
1nst1tutlon, knew which spec1f1c offlce or staff member to call, and knew the records
system. Second, going back to the data collectors emphasized to them the seriousness
of getting complete and accurate data and created an 1ncent1ve for avoiding future

mistakes.

The rmost common problem which fequired recontacting the school was ambiguity
in cost-of-attendance data. Some schools had unusual ways of: calr'ulatlng this figure
wh1ch were not absolutely clear to data collectors during the v151t. In a\few cases,
necessary SRA data had not been reported in full.

3.4.6 Financial Reporting and Cost Management

Advanced Technology instituted a set of strict cost-reimbursement policies and\g

\\

explamed them to the data collectors during training. Data collectors were required
to submit cornprehenswe weekly expense statements with’ receipts and daily éxpense '
'logs. .When these reports were late, pay checks were not forwarded to data collectors'
accounts. In a few instances, the field supervisor asked about unusual expenses during
weekly calls; he also notified data collectors about non~-reimbursable exbenses at that
time.:  Non-reimbursable expenses were rare and . consisted mostly of personal
‘telephone calls which had gone over the daily limit.

<

We requ1red data collectors to notlfy us of travel changes beforehand. .Most
changes were to the' financial advantage of the prolect. Because we had’ recru1ted
data col,lectors nationally, we had several who_ were working near their homes and
found it convenient to go home on weekends, saving us hotel bills and'reimbursement
for meals. Once they got to the cities they would be v151t1ng, some data collectors:;

found hotels that were both closer to their schools and cheaper than the ones our

t
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travel agent had been able to reserve at a dlstance. In general, the field staff were
qu1te costvconscwus and were willing to save the study money when they could.

-

- 3.4.7 Sched;ulef‘;f_’;hanges

"‘"&1;-\

Because the 1n1t1al schedullng round had requ1red changes 1n}edates for some
schools ~sometimes more than once--we required approval by the fleld sm}perwsor (who
. had also managed the scheduling) for any fleld changes. Data collectors in general

were busy enough that they needed all the fime we had allocated for each visity and '.

they rarély requested perm1551on to change their schedules. L Wé granted approval for G

“3 -4
minor schedule changes in three lnStances. L
. ‘ N,

3.5 EXPANSION or;eonmot‘-”c’aoup DATA - Sie e
o e
After the study had gone into the field, ED requested that more data be
collected on the control group sample ‘than had been planned and than the control
group data collection form would accommodate.. Advanced ‘Technology agreed to

Collect these data by using selected questions from the Student Record Abstract,

begxnnmg with the institutions scheduled to. be visited on Monday, Apnl 18, the
beginning of the second week of data collectlon.

'We were able to telephone all 15 field staff to tell them about this change in
procedure. We carefully explained which questions of the SRA should be answered for
the control group students. We also sent a printed field memorandum (Flgure 3-5), but
this could not reach all the data collectors by Aﬁhl 18.

[y

The data collectors were reporting difficulty in completing their assignments

.ﬁ.
A

within the time allowed; the extra time required to fill out a large part of the SRA

rather than the or1g1nal control group-. form promised to prevent them from

maintaining their schedules.’ Therefore,’ we made arrangements ‘to h1re and train -

~auxiliary data collectors to make separate visits to, any 1nst1tutlons with control group -

samples of five or more and complete the control group data collectlon there.
Through the deputy project director's personal contacts, we hrred a retired f1nanc1al'
aid dlrector and one whose school ‘was temporarily closed. They came to the project
. office f\three days of training which included a field practice and covered the entlre

" 3.25
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PELL GRANT QUALITY CONTROL PROJECT ~: .’ i 0 v’
 SPRING, 1983 DATA COLLECTION . =7 5 i 0 s n
FIELD MEMO #3 ,. O R

~\b . - 4~4_..-.-n-‘; RO

. The followmg items-make explicit the new protedure for the Inst1tutxon Control 3
aen Group (ice. > B LS e

e  Draw field samples as originally planned. o o ",. ..
e Do not {ill out.the wh1te, 4-page, ICG form, 1nstead, used the blank SRAs, -
filling out the followrng items: :

: S --;-'- Q1-Q8 (all of page 2) " - 5
TR : -- 'Q)l‘& from the ICG (wrlte or tape 1o 1n51de of front cover facmg page "
R R e "Q45-Q47 (bottom of page 12) , _
e = QU8-Q56, (seéttions H-111, pages 15- 17) ST et
R 7. Q62 to end (pages: 21..36) ) R s \/

® ,::Cop the student name, student study ID, and student's SSN (1tems 1, 3, 4)
' , fro the ICG to the front of the SRA. :

° Write ‘"ICG" in the ‘top right corner: on the front of each SRA you use in
place of an ICG form. ‘ N .

‘e We will plan to send an "a1de" to any school where you have 5 or more ICG
stbhdents already selected. Qrdes will go into the field on May 2. We will .
try to get dides to schools With 5 or mare:- lCGs dunng your visits; schools

- you\ visited between April 18 and Aprrl 29 wzll be visited by aides between
May 2and May 20. T y
CA > - - “ . ¢ «:f‘ P '
° We; wx‘I’l jJan on your completmg SRAs m place of ICG forms at any school
' wher‘e yo have 4 or fewer ICGs. s ,

° If you have time to do all the 1CGs at a school with 5 or more, please do so-
and tell Albert Parker about it. :

° Since ED may change 1ts mind again, do not drspose of ICGs until you have "
‘completed a school; we may switch back to them. Do not send unused ICGs
to the project office.

FIGURE 3-5

FIELD MEMORANDUM ON PRI
'CONTROL GROUP DATA COLLECTION . T
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We had a tentatlve schedule for these aux1llary data collectors Wthh consnsted
mostly of schools Wthh had not. yet been visited by the prlmary data collectors. It
eventually developed that the prlmary data collectors were able to complete all of
their control group forms at many of the schools where we had expected them. to need

help. Ev1dently, they became experlenced enough with the SRA to have suff1c1ent
time: to undertake the added burden of the, expanded control group data. In order‘to -
- reduce travel tlme and costs and llmlt data collector travel fa.tlgue, we trled to .
schedule the aux1llary visits to the remalnmg large schools on a regional baSlS. ThlS
required in two instances ‘that the auxlllary data collector VlSlt the mstltutlon before -
_ _' , . the primary data ‘collector did the, mfervxew. At six lﬂStltUth&S, the auxlllary data
Lo o collector's \?fsns was concurrent wlth ‘the prlmary data collector's. - At anothen four

1nst1tutlons, the aux1llary data CGllector completed the control group' forms after the

»

D]
o, e
.

prlmary data collector had left.

3.6 FIELD PERsoNNEL_RR'OBLEMS

Durlng the data collectlon perlod several problems arose which requ1red

personnel rea551gnment and other management dec1slons. ‘During the recru1tment of _

data collectors, we had 1dent1f1ed one fully-quallfled candidate who was unable to
spend a full six weeks in the f1eld but who was avallable for short-term emergency

RN
o

situations; we tade extensive use of her tlme.
~One of the candldates whom we hagd offered. a position decllned it on\the _
‘l'hursday before the tralmng week. Although we were able to recruit a replacement,
he could not go into the f1eld untll the Frlday of the’ §econd week .of data collection
due to other commitments. He participated in the tralnmg and the substltute covered

. his schools for the first nine worklng days. " S o

In the. mlddle of the thll‘d week a data collector notified us that she would havé
to resign because of the cntlcal 1llness ‘ofsa famlly member. Our substltute took over
her region for the fourth and slxth wseeks of the data collectlon ‘period,’. but was R

reluctant to stay in the’ f1eld for three full weeks..- The decreased need forathe

Lel” : . s
o, 2
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~aux111ary data collectors was "evndent by then- we tralned one of. them in 1nterv1ewmg

, .
.

“vas well as SRA completion and scheduled hlm to fill. m for the flfth’week of the’ fleld

-.‘.
',

: . . ] R
S By .
=y . .

One of our data.collectors became’ill herself. She was able to get home at the

. end of the third week. and was adv1sed by her phy51c1an not to ~work for a few days at .

@ast. We sent a pro;éct analyst to do the data cdllectlg’n at her next institution.

Fortunately, she recovered*and was able to resume her s%hédule, after missing only
o yE ,

that one 1nst1tutlon. : g ‘ )

9
u

= i
& A
. ~ ?
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We brought all but one of the data collectors back tb-'the project offlce on the
Saturday after the last week of the field' perlod for a’ debrlefmg (the absent data
collector had a famlly emergency but suf)mltted an. extensive written report). Dr.
-David Iwamoto and“Ms. Jean Saunders from the Department of Educatlon observed the
-mormng sessions, whlch were concerned w1th substantive Pell Grant issues. Seven

members of the Advancedv Techhologyuprofessl nal project staff also attended.

" About a week before the debriefing each) data collector had’ received a'-formal

v debrleflng agenda (Figure 3 6) which listed th toplcs for.discussion. During regular

telephone superyrslon calls, we asked them all to make informal, written notes of what
they thought/they should talk about at.’the debriefing. These notes would focus thelr'
attention and stlmt}late them to orgamze the1r thoughts, thus enabllng them to use“\’the:.",
debr@hng time more efficiently. The notes’ would also reduce the possibility that'
lmportant items would be verlooked or omitted. We collected notes from nine of the

fifteen participants. o AN #a o .

The debriefing agenda was, fd;stgned to permlt free dlscusswn by the data
collectors while ensurmg that all 1mportant top1cs ‘were covered. Each session was
moderated by ‘the project staff member most closely concerned with the topic. thrdugh
experience or pro;ect respon51b1hty. Session modera;ors intervened when .necessary to
give every data collector a chance to participate ‘ahd direct the dlSCUSSlon to agenda

topics that whuld not otherwisé have arisen.

1
.
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. PELL GRANT QUALITY CONTROL PROJECT ) :
. _ . - ‘SPRING, 1983 DATA COLLECTION, - -

v

' DEBRIEFING AGENDA - .
Saturday, May 21, 1983 -
: £

.. « . _ ‘ . . B . .

o . . .
- T 8:30 - 8:35 ‘ .lntmduaLgQand purpose’ of debriefing"-‘ Carol Miller ’
) . . . '. )
+ &35 -%15 - Institutional Validation - Dan Geller . . £,
‘ o  Extent of institutiongl vahdatlon . T« " '
- ‘Which schools do and which don't ‘.
4,,; What types of students o -
§-o "“Exemplary procedures y\/
5 , Non-exemplarz procedures (what not to ’ do)
s . e,
o . ’4"’ 4 . ‘\_, -
©9%l5 - 945 . - *lnstmmanal Error - Dan Geller’
. Award calculatlon error, mcludmg payment schedule look-up '
e . Monitoring satlsfactory academlc progress and enrollment
status ' : _
o . Co ‘ ' . ‘
'9:45 - 10:00 .. *Financial Axd Records - Dan Geller : ¢ )
. Completeness of records at fxnancnal ald ofﬁcw e
- Paper records -
- Access to computer files maintained by other offices
‘e Completeness of validation documentatlon
-  Taxreturns
- ‘Social ‘Security and VA benefits.
- Other documentation .
= 10:00 - 1o 15 BREAK ]
10:15- lO 45 | *stbursements -John Neely _
) . " e Frequency and method of disbursements
e - Recovery of overpayments .
o ) Accommodation of validation delays
g A .Extent of payment delays
‘ R Methods of accommodation '
. 10:45- 11:15 - *Financial Aid Packaging - John Neely
e O General reactions by FAAs to packagmg questxons 7
@ Variations in use of non-Pell aid e *
N ° Adjustments fot Pell overawards and underawards .
o : ™Y
> : <
. - ! Y
N ’ . "
? : . FIGURE3s = .
DEBRIEFING AGENDA
. . . .
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- " 11:153 11:45: . *Campus-Based Programngichard’ Tombaugh
’ o oy , _
. (S : e * Differences between Pell and Campus-Based
N v e ™ Additiona! observations about Campus-Based

U 115 1215 LUNCH

: n .
212:15- 12:4¢ = - Data Collection Instruments - John Neely

b R I Problem items”
- » . . Format improvements v
. . : ) ICG Forms . .
g -

* o 12:40- .‘1:000  Trdining Program - Richard Tombaugh

o % Effectiveness of training materials:

- . ’ : - Manuals - ’;a
& : Exercises ' "
", .- Practice Visit . ".
< ¢ - ® Effectiveness of training on:
. - Conducting the interviews
: - 'Dealing with different kinds of records
. " . ' - Cloek-hour schools’
B - Difficult respondents and situatipns
\ ) 'Answermg questlons about the study
1:00 --1:15 “ Analysis of Data Dan Geller .
. Summary of findings to date

. Quahty of data coded so far

. 1:15 - L5 o Logxsnm Albert Parker

o . R ‘ " Itineraries (hotel, air, and car arrangements), schedules
N R e " Supervision - _
' ‘ o - Field monitoring K .
- - Validation feedback ~ *
- Call-in procedures -
Yoe Material support
- - Expense advances and paychecks
- Field memos *
v v - .Forms resupply
1:45 - Completion Final Busigass Close-Out - Tracy O'Connor v
4 _ L I Reconcmatxon of final expense reports :
° Collection of unused tickets and materxals and 8f car rental
.. recards
] Distribution 6f homeward axrhne tickets
- . - . "4
~ ' ‘ : ; o | : 3
- *These sessions will be documented. v . _
., e ‘ -
." “ . ' . ‘ ’ : ) ’ .. .-
A ) . FIGURE 3-6 (cont'd). T
. Vo S . -
;' = DEBRIEFING AGENDA
' . . E o0
' ’ ““I R - . )
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o

. The substantive morning sessions were taped. We compiled a transcript of these

sessmns to augment the written notes submitted by the data collectors and to use as

an addmonal source in program analysis. A project staff member also took extenswe

wrltten notes during the entire debriefing. The morning debriefing sessions were the

sub)e,ct_'of a report, which included the transcript of all the taped sessions.*

L . The afternoon debriefing sessions were devoted to tof)ics relating to the

administration of the data collection--instrumentation, tralmng, and logistics--and to

“final business arrangements with the data collectors. The afternoon sessions will

provided a basis for improvement of future data collection efforts.

-
%

*Advanced Technology, Inc., J‘Report on Debriefing of Spring Data Collectors for

Stagel Three of the Pell Grant Quality Control Study," June, 1983.
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4
STUDENT AND PARENT DATA COLLECTION

Westat collected data during the Spring of 1983 from a nationally representative
sample of 4,109 Pell Grant recipients and their parents. The sample of students was

selected from 317 participating institutions.

This chapter discusses the following aspects 6f the field data collection effort:

° Organization of the field force
° Supervisory and interviewer training
° Field operations

e  The Automated Survey Control System (ASCS)

4.1 ORGANIZATION OF THE FIELD FORCE

To manage the Pell Grant interviewing staff and to coordinate field operations,
Westat divided the 48 states into 7 supervisory regions (see Figure 4-1)'. Five of the
seven supervisors had also been sﬂupervisors on the previous round of Pell Grant
(formerly BEOG) data collection in 1981. The other two supervisors had extensive
interviewing and su.pervisory experience on otherz similar studies. The supervisors
reported dir"ectly to the Westat field director, who iﬁ.turn, reported to the Westat

project director. »

' g ) ’ ' . 13 13 3 . .

Regional supervisors and their assistants bega‘te\ﬁ recruiting interviewers in
December, 1982, Primary sources for recruitment in_c":éuded Westat's omputerized
interviewer file, in¢luding the file of previous BEOG interviewers; sd&ervi‘sors' local -

contacts; local employment agencies; and, when necessaﬁy_} hewspaper -?Jertiséments.,

‘The location of sgmpled institutions and the number (bufénot necessart y the location)

of students’and parents associated with each institutionﬁvere known'at the time of
recruitment. Westat used this information as a basis :f:or identifying desirable

n
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v locations for 1nterv1ews.‘ When 1nterv1ewer trammg began on February 14, 1983, 142

-

interviewers had been recru;ted and 1nV1ted to training.

4.2 SUPERVISOR AND IuTERVtEWER MiNING

v “} . ; . .
.\ . . - -
]

Westat carried out a trammg program at its home office for regional supervisors.
Training sessions for 1nd1v1dual 1nterv1ewers were held at four sites through/oL\t the
United States. g : ‘ el .

The five supervxsors who.had worked on the previous round of the Pell Grant

Study were sent the study materlals -and the rev;sed Supervisor's Manual. They were

RS

1nstructed to rev1ew and

‘-'study these materlals and discuss any questlons or problems

lJ' ' L 'lc Co !

o ‘trammg At the tra1n1ng, pro;ecﬂiaff rev1ewed th‘evhlstory aqd purposes of the study,

. dxscussed all study materxals, nd presented the resp, An

A '111t1es of the superv1sor.

2 1mportant part of trammg was 1nstruct1ng the super\n .
> gwmg "them. tlme to practlce Wlth the system. T]ﬁe fmal day_ was~ speqt w1th the
Westat superwsor m Bal&more{ This field trlp was orgamzed to nge the new

R - _ 1nterv1ewmg sk;lls of the potennal interviewers to enable them to colIect'

1n a; umform and professmnal manner. Interv1ewers were mstructed

. tra1h1ng tlme was devoted to quest10nna1re-related issues, such as presentatlons ‘pf ;

questlon specmcatlons and subsequent role playlng of pracmce mter‘(lews, for Wthh




Louis; during the second week (February 22-25), training was held in Nashville and San
Diego. Two training teams led these sessions--both teams having prepared their
presentations and sfrategies together during the week of February 7. This -joint

preparation, combined with the use of a scripted Trainer's Manual, helped to maximize

consistency within and between these two teams.

R

-Westat based interviewer training for the Pell Grant survey on a*.'tréiﬁ'ing plan'-"'b

which the company had developed and refined for other large-scale surveys. Training
techmques included home. study of a programmed text, interactive lectures to the
entire group, and role playlng (admlnlstratlon of a mock interview complete with
documentation). Central to the fralnlng plan was the subdivision of the group of
trainees into small groups of approximately 10 tr;unees who received individual
attention from the°' group leader. The field supervisors" function‘ed as group leaders

during training so that they were able to observe and assist the interviewers they

' ;- would later supervxse. Addltlonal trainers also acted as group leaders and reported ‘the

"'l'ralnees who successiully completed a practice 1nterv1ew, the final’ exam, and who

received positive evaluations . from the _graup leader were given the1r initial

assignments at training. -
43 FIELD OPERATIONY S
i .

In general, the. field work went very smoothly. Supervisors had scheduled
conferences with. each interviewer at least once a week, or more fre ently' if
necessary. Slmllarly, 'the superv1sors were scheduled to report to the f1eld director at

least weekly, although interaction beatween ‘the home office and 'supervisors: occurred”'

‘.
-

almost daily.
: . '

Assignments to interviewers were made by each supervisor on an "as needed"
basis. Most interviews received new assignments weekly. The supervisors monitored
the number of assignments being worked on by each interviewer so that no interviewer
had a backlog of more than a week's work. Interviewers were encouraged to schedule
their appointments so that 'each week they wol}ld work a minimum, of 20 hours. They
were also encouraged to schedule student interviews first, since the students were
much more likely to become unavailable as the field perlod extended into May, when

many institutions end their spring terms and begin summer vacatlon.

“ORg



In many cases, the interviewers had reasonably current addresses for the
students that they were assigned. Most were easily tracked through student
directories or the local phone book,., If a student could not be located through
conventional means, the interviewer: referred the a551gnment back to the supervisor.

The superlvsor then called the appropriate offlce in the, lnstltumon, such as the Studen‘t

o T

Affalrs Office, to acqmre a current address. _
. 7.:: . 7 »f.“_.e»'_';"‘:"

In scheduling 1nterv1ews with students, interviewers occasxonally were told by a
student that they had never received a Pell Grant. "This is not surprlslng since students
were sampled from both the recipient flle at the school and:the pending file of
students who had been determined to be ellglble But who had not yet received a grant.

Such: cases were referred to’ pthe superv1sor, who called the flnanclal aid.administrator

4 Up to flve telephone and three 1n-person attempts to obtaln a,n appomtment w1th

each studenf or parent were. requ1red. Most apporntments, however, were successfully

made in fewer contact: attempts. e

Although student respondents ‘were generally 1 ated near- the sampled ..

o lnstltutxon, parent respondents v/ere scattered throughout the entire country. This: -~

meant that at some point, some 1nterV1ewers had to travel"%o respondents located in
far away places. A551gnments of this type\yere held and allowed to accumulate until
_the last few weeks of the field perlod. At :that point, supervisors coordinated
1nterv1ewer travel plans with the field dlrector, and the interviewers were sent out to
conduct the interviews. Because of the dispersion of these parent interviews, they
were often conducted by an interviewer different than the one who conducted the

corresponding student interivew.

This procedure was not followed for 261 parents of independent students who
lived distant from any interviewer. Documents for these interviews were shipped to
the Westat ;Ilelephone Center, where the interviews were completed. Since the
interview with such parents was very short, we 'consid‘ered this to_be a satisfactory
way to reduce interviewing costs without jeopardizing the quality of the data

collected.



4.4 THE ‘AUTOMA"I‘ED SURVEY CONTROL SYSTEM (ASCS)

An 1ntegral part of field management on the Pell Grant Study was the computer-
assisted management system/ known as ASCS. The ASCS Operated through 'small
computer terminals located i the superv1sor$ homes and connected through telephone
lines td a Ccomputer. A sxmllar terminal was located in Westat's home office for use by“

the field director. Each week the supervisors would enter mformatlon on fleld

progress into the system, a:d on a regular basis the terminal would pr1nt .out summary_»p A

reports on survey progres“. The ‘system was also used to transmit and rece1ve,.

)

. The ASCS generated/ three reports which were used by the Reglonal Supervisors.
ASCS Report #1, the Superv1sor Interview Report, hsted the 1dent1f1catlon numbers of
all cases currently a551gned to an interviewer. Each week the system generated a new
Report #1 for'each 1nter\l1ewer. This report served as a record of a551gnments d was
discussed durlng the weekly supervisor/interviewer conference. ASCS Report #4 also
was generated weekly 1—‘nd presented productlon information on “allinterviewers. It ‘
:-provided -information s ch as response rate, hours and expenses per completed
interview, and- cost per completed interview. ASCS Report #5 presented totals
showing the current di posmon of all cases in a reglon. ‘A review of this report
provided an_Aaccurate, ) erall p1cture ofa region's progress in compIetlng the survey.

. v

~ In addition to these reports, the ASCS was’ capable of generating 14 more reports '
for use by home ofhcé staff. ’I'hese reports wére used to monitor nationwide survey
progress and prov1ded detailed information about dlfferent respondent types (e. g.,
dependent students orl[’ parents of dependent students). : : R

4.5 SECONDARY I%ATA COLLECTION .

"Some of the items on the Pell Grant application that was filled out by each of

- the students in the slample were. veriﬁed using an independent source. The purpose of
- acquiring secondarf data was to verify.income and asset information with "harder" -
documentation than the self-reported income and asset data provided by the student or
pare!nt‘ d’ing the fmterwew. The major source of secondary, data, used to verify

incomé varlables, Iwas the Internal Revenue Service. Other sources were Financial
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Institution Records (FIR), used to venfy amounts deposnted ﬂ:g-.s’avmgs and. checkmg
accounts; and ’I'ax Assessor Records (TAR) used. to/ verify thﬁh o Value, for a @

.. , )
Ve A
'.’ 'l,l\

The secondary data collectlon lagged behind the fxeld mte 1§Vmg by several

percent subsample of homeowners

weeks, because the necessity., 6f acquxrmg addmonal data was‘ %artly‘ determmed ‘

through each.student or parent 1nterV1ew _ / o o _._;: _'2,, , .'.,-" "/

_ o P de e -
[ ) 3 ] e ] . ’/ , . . g {Y‘. E “ .‘- .: i
4.5:.1 IRS Tax Returns A > W’ﬁ;":"' 5

. ES
’ .

. Westat made arrangements with IRS to acqunre coples of each respondents tax
" returns for the 1981 tax year (for 'those who flled a 1040 or 1040A) or a not1f1catlon
from the IRS that a partxcular respondent’s 1981 tax return was not found If the IRS
could not find a return, we assumed {hat the respondent. probably did net flle a 1981
return. .- 3 S B . ¢
Thé procedure s'pecified by the IRS required that a release form be signed by
‘each taxpayer authoermg Westat to obtain copies of the tax payer's 1981 return. IRS
Form 4506 is the release form used for that purpose Westat used a specially modified
versxon of Form 4506 for the Pell Grant prolect : 2 .

IRS VForms 4506 were sent to each of the students and parents in the sample prior
to the interview, with instructions to fill out the form and return it to Westat. At the
end of the interview, the 1nterv1ewer asked the respondent to sxgn another Form 4506.
While thlS double procedure produced many duphcate release forms, it, ensured more
complete coverage than might be expected by usmg a smgle method.

Westat sent.6,14> or1g1nal Forms 4506 to the IRS service c’enters, Wthh returned \
6,032 to Westat.' Of the 6, 032 returned usable copnes of tax returns were obtained forv
4,007 survey respondents, the remainder (2,025) represented presumed non-filers for

.whom no returns could be found

4-7 @




$.5.2 Financial_lnstitution Recordm,;. e

':n

Dur1ng 'the- 1n-person interview, respondents who reported having more than A

o $l+ OOO in checking or savlngs acounts at the tlme of appllcatlon for a Pell Grant were

asked to Slgn a release form for each account so that Westat could obtain the balance

“on those accounts dlrectly. (A small number of respondents who did ot know the:

" value of ‘their accounts were also asked to sign releases.) As the releases were

:'v"‘_fl )

received at Westat, they were logged in and the date of application for each release

" was added to:the forms. They were then sent to the .financial institution with a cover

letter explalmng the study and a self-addressed envelope. Considerable telephone .
follow-up wag requlred to persuade institutions to reply. Of the 392 releases that were
sent to fznancfxal lnstltutlons, 365 were returned to Westat.

4.5.3 Tax Assessor Records (TAR) . -
: ‘ ¥ LT : . : a

For a. 25 percent sample of homeowners (among parents of dependent students
and 1qdependent students who reported owning homes at the time of appllcatlon), the

local tax asessor's office was contacted by mail te acquxre home value. As with. the

FIRs, conSlderable telephone followup was requxred, both to ldentlfy the approprlate
]urlsdlctlon and to encourage a reply. Westat sent 365 forms to tax assessors; 364
were returned. 'However, since some of these 3614L homeowners were later found to be
lnellglblle (either the student did not recelve a grant or did not attend the school‘
where sampled), 349 TARS were included in the data flle.




. 5.
'DATAPROCESSTNG. S

(ﬁ ,“"_ }n‘
Thls chapter e>‘<plains not. only the automated data processing procedures used at B
Advance‘d Technology and Westat, but’ also the premachine processing, that isy manual
coding and . editing Quality- Control procedures for the required software are also-

o discussed

\ .9

© 5.0 INTRODUCTION @ 0 L
" tD'ata for the. project we're derived from nine different sources, with different .
* record ‘and file structures-and requiring differént amounts and levels of process1ng to
' be used for analysis and production of ?he final report. The nine data sources were: .
e “__"-Student Questionnaires (SQ) .
° ':- Parent Questionnaires (PQ) _ ‘G
= e . Student Record Abstracts (SRA)

e "f’Institutional InterView Forms“or Questionnaires (lQ) P
I E - S : L

e o 'Instltution Control Group Forms‘ (ICG)

.. Computed Applicant Records of‘~S£udent Aid Report” ESAR)
F‘Q\ s . "l‘z,u e <-¢ ‘“, .

L
e  Tax Assessor Records (TAR) B

~ TAR, FIR, and IRS data, and cleaned and edited all the data fronﬁthese séurces. <
Advanced Technology received both Westat's data and Westat's edit speci"fications. )
The purpose of these reviews was' to assure that Westat quality control procedures s ';,

were followed and were ef,fective.n Advanced Technology monitored Westats data

B




Ccollectxon schedule closely’to ensure that no schedule delays were created that mxght o
haVe affected Advanced Technology's processing of the data. Upon receipt of data, a
series: of frequencies and descriptive statistics were run in order to ensure data
accuracy. - This procedure served as a final s’éép_ in the .data e‘di'ti'r’\'g process)_.égnd

provided assistance in the following areas: °

e .
5

° Identification of missed dit checks -

' Identification of missed data updates

° Preparation of the final tabulations plan

Advanced Technology prepared the specifications ‘for frequencies and descriptive
statistics using SAS. The remammg data (1.e., SRA IQ, ICG) were processed in line
with the procedures outlined in this report. :

The plan addressed six groups of procedures:

° Data control proceduréé

° Coding procedures

° Data entry procedures

° Edit and update procedures
o SAS merge procedures

° Documentation procedures

Each procedures group was composed of several steps or taské whicﬁ, when,
c:)mbined, produced a clean file data set for analysis. This procesé is depicted in the
following figures. Figure 5-1, "Pell Grant Quality Ccﬂ)nt‘rol Project:-Stage‘ Three 'Da_ta- i
Processing Plan Data Flow" is an overview of the flow of data from collection tf{f'ough

‘ thé production of a clean data file for analysis. Figure 5-2 "Pell Grant Quality Control
Project--Merge and Analysis" shows how these data were combined to create a single

file for analysis. - ' o y

5-2 Lo
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5.2 INSTITUTIONAL DATA

Advanced Technology collected two kinds of data during the institutional yisits..

Data about the institytion and its financial aid administration. procedures and
packaging philosophy were the subject of thé Institutional Questionnaire. The site
visitors also examined the institution's i‘ecords on-each student and completed an
individual Student Reé, d Abstract. Site visitors. mailed the IQ and associated SRAs

to Advanced Technology™®roject office shortly after the end of each visit (after field

editing).
s

5.2.1 Data Control Procedures

Data control is a critical -part of any data collection effort. In this particular
application it became especially important because there were multiple sources of
data dealing with the same respondent. ¢A tightly controlled tracking instrument was
necessary to monitor the processin s/taiu; of que§ti6nnaires and prevent duplicate

entry of data. For these purposes, a series of data control logs were'estaglished which

indicated:
° Location of ar; institution
° Interviewer responsible for an-institution o
° Status of documents f‘or a given institution
° Batch number for each institution ' ‘ A ‘
e - Students within a given institution

3
Logs for the SRA and ICG\conswted of three levels é)ntrol First was the

Student Listing"Log (Fidure 5-3), a computer-generated llstmg of allfsamﬁled students

within each institution. As forms came l;‘ from the’ field, they avere checked off

against this log and any problems: associatefiéjvith either the mstltutlon or individual
students were recorded. . The Instltutlon @gntrol Sheet was the second level of control
(Flgure 5-4). This form acted, as a control fbgm for institutions and provided summary
statistics for each institution (e. 8 number of documents for each institution sampled)
and provided tracking of data recelved, coded, and keypunched .The third level .of

control@as the Batch Control Sheets (Figure 5-5), which were attached to the front of

a
& «
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each keying batch to maintain counts and responsibility for assignments throughout the
keying, editing, and updating. A copy of .thg Batch Control Sheet was also kept in a

loo3eleaf notebook so that the codifig supervisor could track forms from a ‘central
location at all times. - -

The Student Lis.tTng Logs serv_ed both the SRAs and the ICGs. Therefore, there

were no institutional cover sheets for batches of institutional questionnaires.

» All documents were received and batched according to institution. When the
- data preparatlon staff received a package from a sampled institution, they divided the
contents into groups by form type (1..e., SRA, IQ, ICG). The coding supervisor recorded
all forms in. their respective logs and determined coding asslgnments. ‘When the
volume of forms received for one day exceeded the coding capac1ty of ‘the staff, forms
were held in. & secure file to await coding a551gnment~'-- After coding and all
- appropriate logging procedures, forms were placed into separate files to be batched
for data entry. ‘

~* Before going to data entry, forms for: institutions were grouped into’keying

batches. These batches then served as the quahty control group throughout keylng1 :

editing, and updating. Each batch was assigned a number and a Batch Control ‘Sheet -

(Figure: 5 5). A Batch Control Sheet was a listing of -all 1nst1tutlons in.a batch and
included the information in the log book. These forms and procedures allowed precise -
.&tracklng of all survey 1nstruments “from rece1pt through codlng, logging, editing, .

updating, and data retrleval.

-The construction of a §urvey Control File also contrlbuted to the plan, for data

: control. Survey Control Flles were developed for both the Institutional Questlonnalre' '
and the Student Record Abst_ract files. - These files consisted of the identification
number, the region code, and de‘pendency status code for.gach corresponding record in -

' the various surveys. These files served 3s a further check on data accuracy by
assuring that all ID numbers and accompanying 1dent1f1catlon information (i.e., reglon,
dependency status) were properly keyed and that no dupllcatlon or extra cases
‘occurred. This was accompllshed by performlng a merge f the newly keyed data and
the respective Survey Control File. . Any dlscrepanC1es in this merge brocess were

‘ flagged and resolved.



5.2.2 Codmg P‘rocedures
\’ ) . .
Manual codmg and cursory ed1t1 g were done under the close supervrslon of the

. coding supervisor. The coding supervispr's responsibilities included:’ e

e ’ - T e
IS . T d N

» . Logging incoming forms LT Ry
° Making cod1ng assxgnments §

. . - .
E Y

' Womtormg codmg productlon and r‘égﬁlar reportmg to the prolect d1rector

1l
i

JI

.- M‘amtammg all logs and trackmg forms‘
e '{\sslstmg in-error resolutlon | - e ‘
‘\ e 'Assistﬂing in coder trt‘aining. 5
o Mamtammg hs‘ts of cddes for opern-ended questlons

\‘ - -
The codmg superv1sor and the analy51s staff conducted coder tralrﬁng Trammg

I

‘consisted;of an mtroductlon to the study, the data collection instruments, and standard
\Qr“ltlons and procedures. After the. mtroductlon, coders were. mstructed on:

coding con

“the mechamcs of codmg every question on each of the forms (SRA, 1Q, ICG). Coder

training also mcluded step-by-ste instructions in the keeping of logs, the procedures '
g R\

for resolvmg p‘roblems in the data, and the system for updatlng mformatlon.

" The CodmgL Manual and Data Elements chtlonary contamed comprehenswe '

information- abput all p0551ble codes, acceptable ranges, and the coding conventions
-and procedures being used for the data collect1on.' Each coder had a copy of the
manual and- was respon51ble for makmg a.ll of the necessary updates to his’ copy. Any:

changes made to the coding manual were made durmg the daily meeting of the coding

staff. Since the- manual was the primary reference for any questlons of ‘coding and "

code definitions, it was imperative that each coder's manlal be kept up to date and
accurate.’ Any changes had to be added to the manual, dated, and 1n1t1aled by the
codmg superv1sor. ‘The coding staff met daily to update the’ data elements dlctlonary
and to ensure that new procedures and codes were properly 1mplemented. -

Durmg the trammg sessions all coders were instructed in® the codmg and edmng

procedures for use w1th each of the data collection mstruments, however two coders

"
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~data collectlon. . - .

data.

the coders were trained to code all three forms, coder tlme was reallocated as needed

to meet changes in workload or time pressures that developed during the course of the

~

1

e g N
i 3§
=, R Ei

Problems encountered during the codlng process were documented and resolved.

The coders brought all problems of inconsistency within a questlonna1re, responses out

of acceptable ranges, illegible responses, need for new codes, or 1n<§'c>mplete respon S

to the attention of the coding supervisor. The form. in-question was set aside’ untll the

' _ problem had been resolved. When problems arose with the data ‘that requlred a hlgher

.rauthorlty for resolutlon, the’codlng supervisor brought them to the attentlon of the

manager of data analysis of the technlcal director.

’

. .

The standardlzed coding conventions employed~5n all three forms 1nlcuded the

followmd' o
e Al nurneric entries-were righ.hjustifli“ed' and ze'ro-filled.
e A code of "99" was used- to 1nd1cate that a questhn was. asked but no
response was given. .
. L N

° A code of "97" always 1nd1cated that a question was asked but the

¢ respondent was uncertaln or could not determme the answer. :5 :
3. .
e Blank spaces on the form 1nd1cated that a questlon was no'e asked due to a‘

o skip pattern. R , E . " "

Lo

e All changes, corr_ections,‘ and updates'were made in red ink.

. All forms received were opened logged in, and filed in a secured rooms All‘.

codlng and editing were ne in an offlce ad]acent to the file room., Restrlctlng the

In addltlon to the detalr%l codlng spec1f1catlons descr1bed -above, we devrsed a

graphic representatlon of all 'dﬁ'ta records .in the form of data record layouts to,

accompany each codebook. These record layouts provide a graphi& representation of

the physical posmon of al} of the data elements in a given record as well as logical

were assigned" primarily to the coding and editing' of the IQ and .the ICG. Since all of .

o
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'5.2.3 Data Entry 'Procedures
) Loy

applicable valid responses which could be given to several questions.

aroupings of the various data elements. - TH raphic presentation aided in the

_development of the comprehenSive logic checks’%o‘r the editing process. The data

definitiohs for all programs accessmg these data were derived from record: layouts. In

‘the event. that OSFA ever requires’ a documented OS file, record layouts w1ll prove an

s

invaluable resource in preparing documentation. s

During - the production phaSe:of data co‘llecti'on, entry and editing, we sampled a

small group of questionnaires to serve as a ‘quality control check on the " data ‘entry

B vendor. On this- sample we  compared keyed data fron data entry with hardcopy

.documents to estimate the keying error rate. Errors could be the result of '

miSinterpretation of the interv1ewer's marks add might- not be caught during

‘verification. This sample quality control check found no data entry errors by the data

_entry vendor. °

2 g

,

We described all edit checks in a Computer E.dit Instruction Vlanual. This manual

had two purposes: l) to provide detailed . specification. to the programmer for the

prepa[ration of the edit programs, 2) to serve as a tool in error resolution prior toethe
update cycle. Based on the coding scheme develOped “for the v*arious codebooks,

comprehensive series .0f range checks was applied to ald varia‘bles in each survey B

0

instrument.v Range checks tested for all valid codes and for mi§smg co;les. R

AL e
Y _;‘..-"

: B . © v Y s
We’employe% cénSistent set of coding conVentions for al~l the V%‘IOUS survey_» g
instruments to aid in coding and the resolution of errors.~ Missmg value codés wer,'g the .
same for,all questionnaires ‘and; whenever possible, we aSSigned the same ¢ ' de to '_

[ 3
e .
Yo . . o o~

To identify all applicable logic tests, we: developed a data flow diagram for each.

. survey instrument.. This flow chart illustrated the various skip patterns fhat appﬁ'ed' _
i each questionnaire and aided in- identification of Significant relationships between-‘ ‘
'questions. In addition to those skip pattern checks, we made che‘s for all apparently

- inconSistent responses.. Inconsistent . or contradictory information in . the data wa§’

3

detected by the logic check modlile and was reviewed by an analyst. ' . x Y
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The codlng supervisor and systems analyst developed range and loglc tests that’ |
. were rev1ewed by the manager for data analysis. After a draft of all checks had been -
p prepared, the entire data- processmg team performed a- structured walkthrough of
them. ThlS walkthrough’ helped to identify any addltlonal checks needed to ellmmate
redundancy, -and to minimize the possxblllty of error from the mtervxewers, coders, or :
. -the data entry vendor. = - . T '

, The edit programs produced error 'reports Wthh were forwardZd to the' coding
supervisor for error. resolutlon. The codlng supervxsor, uslng the Computel‘ Edit
'\ : Instructlon Manual, compared error reports with or1g1nal questlonnalres and resolved

the problem usmg the predetermmed error, resolutlon

chniques. vThe resolved edlt
report was forwarded to coders to prepare an update transactlon Wthh was ke/ed into

an ALPHA transaction file.  This.. transacfxon flle was processed by the update"_f":

- program, which posted it agalnst the master record The update program also

. ‘produced a. réport detalllng all transactlon records, addmons, deletlons, .and
modlflcatlons (dlsplaymg the record both before and after modlflcatxon) with. summary

statlstlcs. The data processmg procedure mcluded ‘the use of a batch update program.‘

The update program, like the edit program, was wr1tten in COBOL for ease. of use and )

maintenance. There were several d;stl Gt advantages to usmg a batch process for the '
} update cycle. '

[

e ' Greater quality contr as achleved since each update transaction had a
© printed record for auditing. : :

BRE NN y

o Coders spent less'time on line._; Theywere able to enhter transaction
records w.ithout searching the files. = e
e Each update pass wrote a new flle so that the old versxon Wlth the
: transactlon file served as a backup . . : *3 )

o Access tMaw data was limited to the batch cycle under the control of
. the codlng SupeerSOI', assurmg greater data securLty. o s
The flle management structure requlred that statlc batches (those not yet
pronounced "clean") remain on disk. as’ ‘members of a partmoned data set (PDS) to be .

' updated by the hatch cycle.v As each batch was. proncunced clean, 1t :was transferred -

10 . tape to await concatenatlon with other clean batches. - This provxded enough.. '

eff1c1ency to allow the use of tradltlonally scarce disk space at COMNET
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ERIC

Aruitoxt provided by Eic:

Ba(‘kups consisted of old members of the static PDS. In the event- that they

could not be used, the orlbmal data transmitted from the data entry vendor wefe

available. Since there was an audit trail of update transactions, it was a relatively
simple matter to reconstrugt the most current data from the original.
. '

5.2.4 SAS Merge Procedures

After the data had been edited and appropriate updates had been made, the ﬂata
(SRA, lQ) were combined with other data from Westat (Parent, Student, IRS, TAR and
FIR Data) to create the analysis file. This file was created through a complex series

of \HCFbLj pcrformed in SAS. Westat prepared a data.element. digtionary of the Stage

.One files, which’ ‘the data processing and analysxs staff revxeived.‘ However, the staff

decided that new naming conventions would be more useful. . i"' ":
, B

To produce an accurate analysis file using new code, the programmmg team and
the.analysts reviewed the "best vaiue" selection process to develop a more efficient
means of producing the analysis file. To aid in this review process, a new systems flow
chart detailing the Stage One inerge was developed. This'flow chart helped the team
identify points at which efficiency could be enhanced. *

The use of SAS for the merging of the Pell Grant data offered significant
dadvantages because of power and flexibility. However, caution had to be employed
when merging datasets to insure that the desired values were incorporated. The
mergihg of :hultiple files with many shared, sim.ilar, and discrete variables is
vulnerable to error in several ways. Files do not always merge exactly as planned.
Sometimes variables, or even entire records, are h.)‘st without a trace because of
insufficiﬁnt verification of merged datasets. For this reason, reports were produced to-
present in detail those cases that did and did not merge in order to venf)’ the accuracy
of the software. SAS has excellent self- documentmg abilities in the input and output
process and provides detailed information as to what data entered a step, what d4ta
exited a step, and what happened to the data in the process. The progr’amrying’ and
analysis staff monitored this trail of information closely at crucial points to ensure the

correct execution of the program as-intended. )
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The creation of the analysis was ijogically dtf™ded into two procedures: i) a
.range process where all sources of data were brought together on th basis of common
keys; and 2) the selection of the "best" docum.ented value frgm a’v_ailable data. This
process is depicted in Figure 5-6.

v .
< » " . ) ~
The first step in the merge process was to reformat the IRS data. Rgcause of its P
hierarchical file structure, the IRS data could not be used -without .reformatting. 6

Therefore, we created a flat file containing the specific variables needed for analysis.
This reformatted IRS file was then combined'with data from the Sttident Questionnaire
(SQ), Parent Questionnaire (PQ), and Financial Institution Records (FIRJ. Since Westatyy,
had collected all of these data, 'the.m_erge was perfarmed by Westat identification

. 3 -
code, . _ & .

& v
\

Our next step was to c%mbide the data from the Student Record Abstragts (SRA)
with the data from %he file of Computed Applicant Records (CAR). Because the CAR
file.did not contain Westat's identification code, we performed this match uging the .
student's social security number. & The output of that ‘merge (BGP.BQC.SRACAR) was
‘then merged with the. output of the previous merge (BGP.BQC.FIR.IRS.PQSQ) along

" with the Tax Assessor Records (TAR) to create the first composite file
(BGP.BQC. 'ALL SEVEN DATASETS). We executed two additional programs after the
creatlon of thxs composite file and before the best values selethon The first of these
programs updated the file with SAR data on ADS appllcants The second program:
added information from the Pell Recipient History Master Fxle on Section 3 of the
SAR for institutions that exercised.their option to subm}it'thesedata on tape. We also
performed ‘several updates on the eomposite file to assure clean and accurate data.
These Began with BGP. BQC ALL.SEVEN.NUMBER?2 and “ended with
BGP.BQC.ALL. SEVEN NUMBERS. This final composite fde consisted of 3,791 cases

that were used for best value selectxon .. N

S

<

. SN, .
The first variables that were computed for best value s‘election were those that

. were common to all students, regardless of their dependency dtatus. A rnajor purpose
" of these, which is explained m more detail in Volume I, was to determine the' "best"
dependency status (BGP. BQC INDDEP.BESTOI). If the best dependency status was
"mdependent" we executed the program to determine best values on all application
items for rndepeqdent st'udents (BGP.BQC.INDVARS.BESTO1). If the bes?’dependency

- . =
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‘ status ‘was "dependent" we executed two pro rams-'one tp determme best values for ‘
; g parental application items (BGP BQC PVAR QESTOU and one to determlne best ,
values for dependent student appdication ltet# (B%P. BQC DEPVARS BESTOI) The g
merger of these best values files was a com(pds;te analy‘sxs file! (BGP BQC BEST TEST)

used in the analysis of award errors in Volume I\ - ~ S o C
: . o : 3 s : o

'5.2.5 'Documentation' o O T : Lo

Lo A Dataset Documentatlon Form (Flgure 5- 7) Was’!hkled Qut for all F\Ies to provnde “"_‘ ‘

*..'

_ ‘ ‘a more complete documentatxon of data files® and‘pregram nles. Thxs form included
. o detaaled physxcal ‘and logical characteristics of all hlés, whet.her they. were @S or SA L
"'*. . and whether they resided on disk or tape.. Qomptete lstlngs oL all datasé‘@ were' i
L ‘ma1nta1ned in .3 looseleaf notebook: These for’ms Xrovnded 9 d;taﬁed tr‘ac,kmg *‘

;»

mecham,sm and a1ded |n the final documentatlon of d’a&éets Q’fv ek

Ce uu e \‘_'
._,' . . PO . . ”

»

T ;
L SAS merge procedures ‘were also doCumente’ fﬁ\ternal and exter‘nally‘ )
Lo throughout the process. External documentatxon congisted @i a det d descr1pt10n d‘f_,

‘the merge cycle to be recorded on a form, one copy bemg«bopnﬂ w1th ’compqter o .

output, the other copy bemg kept in a looseleaf note‘book

Fhis documentatigp:!

prov1ded an opportunity to. describe in detail any pro%lems ehcb‘ "

g el B ] ¥
the foundatlon of the final report detaxhng the merge oct The ‘internal
documentatlon consisted of a brief description of the 1nputs, outputg and proces!%f SRR

|n§ as Qsectxon of wo
4 ;&‘,w L '

each SAS program, and- appeared .at the top of the souq,ge li

N . .
comments. _ v : o .{;J ‘t &ﬂ."

’5.2.6_ Statistical Analysis : ) - ) . % T .

. 87
@
L o
kg
%,

“ . .Y R - v}‘l .

! statistical analysis. The productxon of all tables was programmgd u g SAS,.abased 4

specxflcatlons provided by the manager of data analysxs, who coordmated all 8h

" dctivities and was the pr1mary source of requests fr production of ta TheD ‘
specxflcatlons for analysis 1ncluded the following: - A w‘ w Lt
s Lo .
_ L et i
e  Purpose (place in report and associated research question) SR TE
° Input files L &
. _, ¥
‘.v
B
v é
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) Population (whii:h cases are included or excludQ [

o ‘/\nalytic specifications
] Output configuration ’
° “Quality control outpyt (tables designed to serve as a check on the

' programming)

e  Output files and retentiond
5.2.7 Software Quality Control

Assuring the quality of software must be a-.prime consideration of any data
processing effort. In order to maintain its commitment to the quality of the softWare,
Advanced Technology adhered strictly to the following procedures for program
development for the Pell Grant Quality Control Study:

s
) Structured walkthrough of edit program spec1fication

e}, Structured walkthrough of merge and "best value" selection process

) S.tr'uctured' walkthrough of award programs
L
) Review of ad'ho¢ analysis specifications by the manager of data processmg
and quality control analyst _ P
P FManually produced test’ data to verify" edit, u‘ﬁte, merge, .and award
programs * . A “ o
e Ten percent sample of live data to tesf-programs &3 |

R -

The flow of this process can be viewed in Figure 5-8, Program Developmient.

.

Production of marginaq tables for all \(/)a\riables

Once specifications for a program were developed, the staff member responsible
reviewed those specifications with the quality control team consisting of the manager
of data analySis, the manager of data pro&essing, and the quality control analyst. The
team determined whether the spec1f1cations met the followmg qualifications:

. o ?

. ) AccUracy--are the appropridte inputs specified”

e Completeness--are - all necessar‘sr variables, transformations, and subsets
speCified'7 v :

TR
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.+ ({SPECIFICATION

QUALITY o _‘
'CONTROL s| WALK THROUGH < —

TEAM SPECIFICATIONS SR T T

WALK THROUGH. |
PROGRAM
¢ .
REVISE
HAND
CALCULATED
TEST DATA
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REVISE

IMPLE-
'MENT
PROGRAM *

‘. FIGURE 5-8
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e  Efficiency--are all the specifications necessary?
If the specifications passed these tests, they were asSigned to a programmer for _
developrnent. Once specifications were approved, and a program was developed, a"

similar process was followed to ensure proper programr,r_}ing.

The program was then thorngh‘ly tested by flrst applymg ittoa batch of hand-
calculated test data. The resulting output was compared to hand-calculated results to
verify accuracy. The second step in testing programs was to run them on a 10 percent

’ sample\ of live data. This test performed an additional check on the program to see
that probable results were obtained (i.e., whether the result1ng analysxs fell within pre-
established acceptable llmlts) In each of these test steps, if errors were detected,

\ they were corrected promptly and re-tested until the program was judged acceptable

Some data analysis was performed on an’.ad hoc basis. Such analysis usually
required quick response and received a technlcall review by the manager of data
processing and the quality contro! analyst. These reviews were less/formal than the
reviews performed on the edit or merge programs, but no less thorough. They
examined required 'inputs, -desired outputs, and necessary manipulation of data. Before -
implementation, all ad hoc programs- were also put through the same testing ‘
- procedures used on production programs. . "
.o ) ~
The testing process was-designed to follow all possible logic ’paths and test all
bpundary .conditions of the software. In order to achieve this, Advanced Technology "
produced a\package of test data that Jncluded4;o\h accurate and inaccurate data.
5.3 INDIVIDUAL DATA

RN _
.Welgtat was responsible for the collection and progessing of all individual-level
' data except for Student Record Abstracts, mcludlng student and parent interviews and
data about mdlvxdual fimancial status from tax assessors, flnanclal institution nd

IRS. o ) . . o !

’ , s
. The - processmg for - each of the flve independently constructed data- files

a.ssoc1ated w1th the survey (Parent Questionnaire, Student Questionnaire, IRS Returns,

-
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Financial Institution Records, and Tax Assessor Reeords) was done using very similar
procedures. ': Data processing. for . the student and parent data was, however,'
consxderably more complex and t1me-consum1ng The wark required at each step in
processing the student/parent fdata. was commensurately -more complex and time-
consuming. ' ' '

K3

5.3.1 Receipt Control

Recexpt control using computer—generated logs of all materxals acquired relat1ng
to the student/parent sample, was.the control and monitoring pomt for all materials
sent to the field and returned to Westat. The master recelpt control log listed the
study identification number, name, address, and Socral Security number of each
student/parent pair. The log was organized in "numerxc order by student 1dent1f1er
within school. Space was prov1ded Pfor recording updated information on names and
addresses, the date each questionnaire was receiyed from the field, the completion
status of the document, and tne coding batch number assigned to the document.
Labeled columns were also provided for recording the receipt of IRS Release Forms by
mail (from the initial information mailing) and from inside the queStion:\aires (obtained
during the interview). When IRS 1040 and 1040A Forms were received from the IRS

"SerV1ce Centers, they were coded with case 1dent1f1ers and entered in the master log,
: w1th the IRS coding batch number.: '

S

o

Westat made an additional check during the log-in procedure for the IRS returns.

The receipt control clerk manually checked the list of dependen s hsted on the

.

parents return, and identified the student among them.

5.3.2 Coding

Coding manuals were prepared for each of the five data source  documents-used

in the Pell Grant study for pse in training the data preparation staff, siving as’a

complete and detailed reference for analysts, programmers, and data prepa tion staff
. . ~ : ,
and providing documentation for the Pell Grant study data files.. Each coding manual

consisted of an introduction to the study procedures and pu?ﬁoses, a review of general

data prepara‘gon procedures to be followed, and coding and ed1t1ng spec1f1cat10ns for
the five data sets.

Y v 523 R 7
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editing staff for the Pell Grant study, including two group leaders, who were selected"

f« 4

Westat selected about 30 survey processnng personnel for tralnlng as coding and = - °

based on their skills and quallflcatlons. ‘The group leaders were asslgned as assmtants-'-'v

" to the coding superv1sors and as code verlflers. As much as p0551ble, Westat chose

experienced survey processlng personnel as coders for thlS project to m1n1mlze the .

amount of tralmng necessary on basic, codmg ‘'sRills. al AR

Coders were tramed in groups of between 4 nd 10. - ~Each group was trained to
‘code on one of the flve study data sets. Betweep/l and 8 hours of tralnmg t1me were

o requlred dependlng on whicH data set was to be coded.

-

.
Questionnaires were precolumned before printing so that coding could be written
directly on the questionndires. FIRs, TARs and IRS 1040° and 1040A Forms could not

be precolumned SO transcrlptlon sheets were’ deslgned for the cod1ng o .
. ] o

Coders were assngned WOrk by coding batch and were requ1red to complete the

« codlng of one batch ,before beglnnlng work on another. Errors found during
"verlflcatlon by th perv1sor were first noted in‘a coding error log, then dlscussed
' w1th the coder commlttmg them. If perSLStent errors were dlscovered a coder was

asked to review previous batches and correct them. Problems found during codmg but,
not resolved in the codlrfg spec1f1cat10ns were ddcumented and referred to 2 supervisor
to, be resolved. Part;cularly «difficult -case vyere referred to a weekly meet1ng of
senior pro;ect staff for reso) tlon.é T ST . S
O/ccasmnal problems w1th ﬁeglble flgu’res arose’ 1n the cod1ng of photocoples of

IRS tax forms. It was sogn'etlmes necessary m tﬁese sltuatlons td code illegible data

~elements as. ml?ng valu‘es. ’

Form when fllm , e r’l:lsm thelr op ion to have the IRS calculate thelr taxes. These
b3 g )

taxpayers do not completely flll out the lO#OA

1040A Forms are blank‘below line 12. Wéstat coders were trained to flll in the m1551ng

items on. these blank forms usmg a 1981 tax table.
B R L L
o, S B ot

%
] . ¢ $
.

‘l s

. ]

'whlch were open-ehded. It was not’
% \llStS of all the possxble nesponses ta
"Aﬂth.lt :

ntrolled system of deahn §

t»' l,

The major cod1ng problem for the Stud nt and Parent Questlonnalres was the '

o

"



~predetermined list of codes in the coding specifications were documented and"referred

LA

.changes in a log.

5.3.3.Data Retrieval - S ‘ ) o

.
T

was implemented at the beginning of coding: responses which were not on ‘the

to the supervisors who constructed codes for the new items. New codes whre

distributed each mornlng on a Coding Change Sheet. Coders -were - respon51ble for

keeplng their manuals up to date and Were requxred to record each issue of the codlng3

. Westat trained its coders to’ ed't the data collectlon mstrument durlng the

“codlng. Edltlng involved. checkmg for readabllltx, SEHSlblllty, and follow1ng of sklp

patterns. (Edltlng was much ‘more lmpo tant in the codmg of the questlonnalres than

in the coding of. the secondary data. sources) A general rule was established that all

primary verification questlons in. the questlonnalre must have codable responses. ‘When

. coders found errorieous skips, 1lleg1ble answers, or: illogical responses in any of the

verification queStlons, they documented the problem and referred the case to a’

supervxsor for data retrieval.

E]

.~

Ekperienced peclally tralned telephone 1nterv1eWers ’etrleved doubtful or«™’
mlssmg data. Case problems were described on-a Data Retrleval Request Form whlch' .

also served as a record of calls- for the interviewer. ~Data retrleval was attempted on

367 Parent Questlonnalres and 407 ‘Student Questlonnalres.,,‘ In' addition to data"v

retrieval due to’ problems found in the Coding edit, @ata retrleval requests were a150‘:"i

- generated durlng machlne editing. . =« ‘ ‘-‘ o : e

5.3.4 Key Entry apd Machine Editing -

<

Coded dOCUments and questlonnalres ‘which had beéen verified were taken to the
Westat data entry staff in groups (called "keying batches") of approxlmately 100

documents. Coded documents were Keyed into an ln-house disk storage system, and

“then key verified from the disk. -After keying. and key venfylng, the data were

transmitted to Westat's VAX computer where- they wére stored on tapes td await .-

machine editing.- - PR

¢






All data sets except those for the Tax Assessor Records and Financial Institution
Records were machine edited with special purpose COBOL programs, written to check
for out-of-range codes, incorrect skip patterns, and inconsistent response patterns.
The data sets were grouped by keying batch for editing.

Machine edit staff were trained coders, the majority of whom had earlier coded
and edited the questionnaires as they were sent from the field. The coding supervisor,
who had had extensive machine editing experience, also supervised the machine editing

of the ques:icnnaire files.

Machine edit clerks wrote file updating instructions on transcription sheets,
supervisors checked these instructions and sent them to the data entry office for
keying and transmittal to the computer center. Updates were made to the files by a

special purpose COBOL update program. After each updating was complete, another

editing cycle was run to verify that corrections had been made and to check for new
errors. The update-edit cycle was repeated until each batch of data in the data set

was clean.

Frequency distributions were run on all variables in earh data set after the
machine edit process. was complete. The frequency distributions were caretully
checked to uncover any inconsistencies.and errors not found in the machine edit
process. Any identified problems were corrected and new frequency distributions were

run to assure accuracy.

5-26 g+



6
DATA ANALYSIS

In the last ch-pter we discussed the prucessing of the data and the merger of all
recipient-based dat: into a single file. This prepared the data for analysis, which
itself was a complex rrocess. Included in this chapter are descriptions of best value

selection, detailed resear th questions, and table production and statistical analysis.
6.1 BEST VALUE SELECTION

The merged recipient data basz is a compilation of cleaned and edited data from
seven different data scurces: Student Record Abstracts (SRA), Student Questionnaires
(SQ), Parent Questionnaires (PQ), IRS Tex Returns (IRS), Financial Institution Records
(FIR), Tax Assessor Records (TAR), and Computed Applicant Records (CAR) of the
Student Aid Report (SAR). This merged data base, however, includes possibly
different responses to identical items. For any one recipient responses to questions
regarding Adjusted Gross Income, for example, might be contained in the SRA, PQ,
SQ, or IRS. Thus, until further compilation of this data was performed, this raw data

file was of limited use in analysis.

The basic analytic task of the study was to determine the difference between the
"best" value for a given item and the value that appeared on the application. Any
discrepancy for a student or parent item might have affected the Student Aid Index
and thus the ‘amount of the award. Discrepancies in application item values that had
payment consequences contributed to program-wide estimates ‘of efror. But, to
determine the existence of a discrepancy required the selection of one value from all
of the poséible sources as the best value. This was accomplished according to a

detailed process of best value selection.
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6.1.1 Strength Of Data Sources and Documentation

The process of best value selection was a combination of objective and
subjective judgements about the relative strength of each possible source for a given
application item. These were based on the views of Advanced Technology's senior
staff, which included acknowledged experts in student financial aid and experienced.
analysts, with the corroboratici: of OSFA project staff and an outside consultant. The
process was highly detailed and. individually tailored for each application item.
Decisions for best value selection were tased jointly on the source of the data and the
supporting documentation provided. Across data sources, there was a general
hierarchy of strength which was followed. An external, reliable data source (IRS, FIR,
TAR) was always considered first. If there was no such source present and
documentation from other sources was of similar strength, the order followed was PQ
or SQ (as applicable; for dependency status items where both PQ and SQ might
contribute, the PQ preceeded the SQ), SRA, and, if no other source was present, the

application value from the CAR.

For supporting documentation, a separate nhierarchy was established for each
application item. In general, values documented by copies of directly relevant
external records were first, such as a copy of a recent real estate appraisal for house
value. These were followed by values with documentation from other external sources
deemed to be less directly relevant or timely, such as a copy of a document showing
property insurance held en a home, or a two year old bill-of-sale on a home. The next
level of documentation was a statement from a knowledgeable proféssional (such as an
accountant), followed by personal records from the respondent or a notarized
statement from the respondent. Some documentation was considered unacceptable
and was never used, since it was considered less reliable than the application. An

example would be data retrieved by telephone or an irrelevant item from a tax return.

When the general hierarchies fbr source and documentation are combined it is
easy to see the complexity of the best value selection process. This is illustrated in
Figures 6-1, 6-2, and 6-3 which show the priorities used for Adjusted Gross Income (for
independent students), Home Value (for parents' of dependent students), and Supported
by Parents, 1981. The first two figures provide different examples of items for which

documentation is often preserit, the third figure illustrates the subtleties involved in
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QUESTION
CONDITION : PRIORITY SOURCE NUMBAR CODE LABEL
—_— N
If 1. *MARRY = not
married and
*FSTAT =R .
only - 1. IRS/ L.3| - - 1040 minus CW-S
or 2. *MARRY = SQ SQi%a
married and ' L.lg -~ - 1040A minus CW-5
*FSTAT = joint | SQi%a :
or *FSTAT =
married
separate and
both rec'd L
2. SQ 38 . 0l 1040 Cert. minus CW-S |
39a 02 1040A Cert. minus CW-S
[f *F1AX = filed |
or missing 3. SRA 19 o1 1040 Cert.
02 1040A Cert.
10 IRS Transcript
4, SQ 38. 03 1040 minus CW-S
39a 04 1040A minus CW-S
5. SRA 19 03 1040
04 1040A
13 Puerto Rican tax return
If 1. *MARRY = not |
married and
*FSTAT =R
only
or 2. *MARRY = - 6. IRS L.3} 1040
married and L.Ig 1040A
*FSTAT = joint
or *FSTAT =
married separate
| and both rec'd

FIGURE 6-1

BEST VALUE SELECTION PRIORITIES;,
ADJUSTED GROSS INCOME FOR INDEPENDENT STUDENTS
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PRIORITY

SOURCE

QUESTION

CONDITION NUMBER CODE LABEL
B 7. SQ 38- 12 State Tax Return-
39a Cert. minus CW-$
19 City Tax Return-
Cert. minus CW-5 )
18 State Tax Return minus CW-S
8. SRA i9 08 - State Tax Return
9. SQ 38 - 17 IRS receipt/Treasury Pept.
o 3%a Statement minus CW-S
10. SRA 19 11 IRS letter .
14 1040 (no line number indicated)
15 Separated student's portion
of 1040
11: SQ 38 - 10 W-2 minus CW-S
39a
If *FTAX = filed; ¢
or missing 12. SRA 19 09 w-2
13. SQ 38 - 20 1040X minus CW-S
39a :
14, SRA 19 12 1040X :
06 1040A worksheet
15. SQ 38 - 11 Pay stub minus CW-S
39a .
14 Statement from professional,
minus CW-S '
15 Statement from social agency
minus CW-S
16. SRA 19 05 Statement from social agency
07 Notarized statement
17. SQ 38 - 16 Personal records
- 39a
' 18. SAR 22
| FIGURE 6-1 (Continued) 103
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QUESTION

CONDITION PRIORITY SOURCE NUMBER CODE - LABEL
SQ 38 85 Tax form listed
UNACCEPTABLE — 86 Not applicable due to
. phone retrieval
9%  Partial documentation
97 No documentation
98 Don't know
99 Mot ascertained
| SRA 19 99 Not ascertained
[ea}
]
\n
‘ FIGURE 6-1 (Continued) 5:
Q 1 O i ' 1 Od
ERIC BEST VALUE SELECTION PRIORITIES:

ADJUSTED GROSS INCOME FOR INDEPENDENT STUDENTS
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HOME VALUE FOR PARENT(S) OF DEPENDENT STUDENTS

HOME VALUE FOR PARENT(S) OF DEPENDENT STUDENTS,

BEST VALUE SELECTION PRIORITIES:

CONDITION PRIORITY SOURCE NUMBER CODE LABEL
1. TAR QM Value Tax assessor's record of
market value
2. PQ 63 ol Appraisal
- 02 Statement from local real
estate office
If value is greater 3. SRA 29 0l Appraisal
than *HOMEP -+ 02 Statement from local real
or *HOMLP estate office
missing
' 4, PQ 63 03 Tax assessment forms
5. SRA 29 03 Tax assessment forms
6. PQ 63 04 Property insurance
7. PQ 63 10 Mortgage statement
11 furchase contract
12 Registration Certificate
for Mobile home
1f PQ62b < 03 15 HUD form
16 Loan application
17 Deed
18 Cancelled check for full
amount
19 Sales agreement
20 Copy of statement of loans
on property
2] Closing statement
22 Respondent's personal records
23 Statement from social agency
S L 24 Title transfer
If greater than SAR
or PQ62b £ 03 *HOMEP Purchase price of home
If *NHOME value = 0 *NHOME Proof that no home owned
FIGURE 6-2
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. QUESTION ‘
CONDITION PRIORITY SOURCE NUMBER CODE LABEL

10. SAR 37
PQ 63 ’ 13 Estimate based on document
shown to interviewer
14 Tax form
85 Tax form listed
UNACCEPTABLE —] : 86 Not applicable due to phone
. * retrieval _
- 94 Partial documentation
97 . No documentation
98 Don't know
99 Not ascertained
SRA 29 929 Not ascertained
feN
4
FIGURE 6-2 (Continued) 105
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QUESTION .

CONDITION PRIORITY SOURCE NUMBER CODE LABEL
If values on all 1. PQ and 27 - No documentation requested
three sources agree SQ and 30 - No documentation requested
SRA 14 01-08 See priorities 5 and 7 below
If values on PQ and 2. PQ and 27 - No documentation requested
one other source SQ and 30 - No documentation requested
agree SRA 14 01-08 See priorities 5 and 7 below
3. PQ 27 - ‘ No documentatioh' requested
If values on both 4. SQ and 30 - No documentation requested
agree SRA 14 01-08 See priorities 5 and 7 below
5. SRA 14 01 Deeds
: ’ 02 Title transfers
» 03 Cancelled checks
o 04 Notarized statement from
" parents
05 Notarized statement from
student '
06 Letter from social service
agency
6. SQ 30 - No documentation requested
7. SRA 14 07 Statement from parent
08 Statement from student
8. SAR l4a
UNACCEPTABLE SRA 14 99 Not ascertained
FIGURE 6-3
b .
BEST VALUE SELECTION PRIORITIES: L3

SUPPORT BY PARENTS 1981 FOR ALL STUDENTS



an item for which little documentation is typically available but a best value must be
determined. Note that in the absence of documentation in Figure 6-3, agreement from

“multiple undocumented sources is considered strongest.

Best value selection must follow a closely prescribed order since the best values
for some items were needed to determine the best value of other items. Consider, for
example, that one must know the best dependency status, marital status, and tax filing
status in order to select the best Adjusted Gross Income. (If the best dependency
status is dependent, and the parents are $eparated but filede joint tax return for 1981,
that tax return cannot be used for AGI without additional documentation regarding the

proportion of income received by the supporting parent.)

A list of all items for which best value priorities were developed appears in
Figure 6-4. Since separate priorities were sometimes required by dependency status,

these are listed by dependency status.
6.1.2 Premises in Best Value Selection

The selection of the best value from among several competing sources is limited
by certain inherent restrictions in the nature of the Pell Quality Control study. Our
aim is to verify the application vélues against the best sources at our disposal. Thus,
our best value, even if it is from the highest priority source, is only best relative to
others available. We cannot investigate the veracity of the sources we use. Thus, an
IRS-certified copy of a tax return is our best source for several items, based on the
assumption that the tax return is accurate. If that tax return was itself inaccurate,

for whatever reason, our best value would be inaccurate.

A basic premise of best value selection is that application values be changed only
when there is evidence of a value from =z better source. Thus, in the absence of
documentation we présume that the application value is correct. This presumption
may occasionally lead to the rejection of a more accurate but undocumented value and
the underestimation of absolute error. However, it is based on the simple and logical
assertion that accurate recall of undocumented values was better at the time of
application, when the item in question was current, than it would be more than one

year later.
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ALL STUDENTS
Determining Student's Dependency Status Untaxed Unemployment Compensatjon

Expected Social Security Educational Benefits Interest on Tax Free Bonds

Expected VA Educational Benefits
Marital Status

Support By Parents 1981
Support By Parents 1982
Claimed By Parents 1981
Claimed By Parents 1982
Lived With Parents 1981
Lived With Parents 1982
Child Support

Other Welfare
Non-Educational VA Benefits

Untaxed Pensions and Capital Gaing

Untaxed Housing Allowance

Earnings Not Reported on Tax Retur™
Interest/Dividend Exclusion

Any Other Income

IRS Filing Status

Applicant's Expected Taxable SummAr Income
Applicant's Expected Taxable Schog} Year Income
Spouse's Expected Taxable Summer fhicome

Spouse;s Expected Taxable School Yaar [ncome

INDEPENDENT STUDENTS ONLY !

Filed/Did Not File Tax Return
Adjusted Gross Income

U.S. Taxes Paid

State/Local Taxes Paid
Applicant's Income

Spouse's Income

AFDC

Other Income/Benefits Total
Number of Exemptions
Household Size

Number in Postsecondary Education
Medical/Dental Expenses
Elementary/Secondary Tuition

Cash/Savings/Checking

Purchase Price of i-f:ome
No Home Owned |
Home Value
Home Debt
Investment Value i
Investment Debt
Farm Value

Bﬁsiness Value
Business/Farm Value
Business Debt

Farm Debt
Business/Farm Debt

Itemized Deductions

FIGURE 6-4

LIST OF ITEMS WITH BEST6V/1\8.UE SELECTION PRIORITIES
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DEPENDENT STUDENTS ONLY

Filed/Did Not File Tax Return
Adjusted Gross Income

U.S. Taxes Paid
State/Local Taxes Paid
AFDC

Other Income/Benefits Total
Cash/Savings/Checking
Purchase Price of Home

No Home Owned

Home Value

Home Debt

Real Estate/Investment Value

Real Estate/Investment Debt
Farm Value

Business Value
Business/Farm Value

Farm Debt

Business Debt

Business/Farm Debt

Dependent Student's {and Spouse's) Net Income

Dependent Student's (and Spouse's) Net Assets

Applicant's Income

Spouse's Income

PARENT(S) OF DEPENDENT STUDENTS

Filed/Did Not File Tax Return

IRS Filing Status

Adjusted Gross Income

U.S. Taxes Paid

State/Local Taxes Paid

Father's Income

Mother's Income“

AFDC

Child Support

Other Welfare

Non-Educational VA Benefits
Untaxed Unemployment Compensation
Interest on Tax Free Bonds

Untaxed Pensions and Capital Gains
Untaxed Housing Allowance

Earnings Not Reported on Tax Return
Interest/Dividend Exclusion

Any Other Income

Other Income/Benefits Total

Number of Exemptions

Household Size

Number in Postsecondary Education

Medical/Dental Expenses
Elementary/Secondary Tuition
Cash/Savings/Checking
Purchase Price of Home

No Home Owned

Home Value

Home Debt

Real Estatz/Investment Value
Real Estate/Investment Debt
Farm Va'lue

Business Value'
Business/Farm Value

Business Debt

Farm Debt

Business/Farm Debt

Marital Status

Parent's Social Security Benefits

Itemized Deductions

FIGURE 6-4 (Continued)
LIST OF ITEMS WITH BEST VALUE SELECTION PRIORITIES
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There were a few exceptions to this premise of not accepting undocumented
values as best values. These were applied systematically to items which were
composite totals on the application for which the separate parts were not reported to
the central processor. The most important of these was Other Nontaxable Income.
Individual contributing elements to Other Nontaxable Income, such as child support or
untaxed unemployment compensation, were recorded on the application worksheet, but
only the tota! was reported on the application itself. Thus, our efforts to select the’
best value based on documentation of the separate parts could not proceed unless a
provision was made for a default value to be used when no documentation was
available. Recall that individually reported items used the application value as a
default value. When a person reported during the interview the receipt of $2500 in
undocumented child support we could not use a value of zero without grossly
underreporting income. Nor was there any alternative value to be picked up from the
application, since the application value included nontaxable income from all sources.

Thus, the only reasonable approach was to accept the undocumented report.

Some other items also required the acceptance of undocumented values because
the separate contributing parts were not reported on the application. These were the
contributing parts to Dependent Student's (and Spouse's) Net Income and Dependent
Student's (and Spouse's) Net Assets. In addition, to avoid large overestimations of net
worth, we accepted undocumented values of Home Debt, Real Estate/Investment
Debt, Business Debt, or Farm Debt when corresponding documented values for Home

Value, Real Estate/Investment Value, Business Value, or Farm Value were present.
6.2 DETAILED RESEARCH QUESTIONS

Given the amount of data collected it was necessary to determine in advance
those areas that would be the focus of data analyéis. While all analysis of error
followed the general equations set forth in the Appendix of Volume 1, the number of
specific error items and comparisons between items was so large that potential
research questions were delineated in advance and submitted to the project officer
before analysis began. A total of 145 research questions were prepared, divided by -
topics likely to be included as chapters in Volume 1. These specific research questions
presented rates and amounts of error (e.g., What is the marginal impact of application
item error on net student error?), bivariate interactions or crosstabulations of error

with other variablesv (Does institutional error differ by type and control of

6-12
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institution?), and multivarjAte analyses (What are the contributing factors of student
error?). For each specific duéstion the measures that would be used were delineated;

for bivariate and multivarjste analyses the independent and dependent variables were
listed separately.

These research quesydny served as a guideline for the subsequent analysis and
the production of tables fgt the findings. Based on the initial results of the early
analyses, specific researqp Questions were revised, expanded, or, in some cases,
dropped. Together these £5earch questions enabled us to pursue data analysis in an
organized fashion. Each of the tables presented in Volume | represents the findings of

one or more specific reseaRh questions.
6.3 STATISTICAL ANALYSIS AND TABLE PRODUCTION

Before statistical anslysis of the data began, a master analysis file was created.
This file included the 3|%J cases that were considered complete for analytical
purposes and data for 311 jNstirutions.® It represents a merger of the final recipient-
based data file, which incjAdad best values and selected individual items from various
data sources, institutional &ty for individual recipients and the institution as a whole,
and nonresponse adjustmenf Weights for each recipient. (For a discussion of complete

cases and nonresponse adjystMent see Chapter 7 of Volume 1.)

All analysis was conducted using SAS, a comprehensive package for statistiéal
analysis. SAS had also beg™ Used for the best value selection and the creation of all ~
files used in analysis. The features of SAS, especially some new procedures included in
the recently released 1932 «etsjon, facilitated the accurate production of tables.

6.4 CONTROL GROUPS

One potential threay the validity of the study was experimental bias--the

impact of selection for py/tikipation in the study on the findings. In order to assess

*While 317 institutions participated, six of them were branch campuses which
maintained no separate fiydncial aid offices. Therefore, the financial aid office for
the central campus, whigf ih ali cases was included in our sample, served for the
branch as well.

6-13
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the impact of experimental bias on the study two control groups were established.
One, the Institutional Control Group (ICG), consisted of students in the sampled
institutions who were not selected for the study. Student aid files for these students,
whose identity was not known to the institutions, were reviewed during the spring data
collection. These ICG participants were not interviewed, so comparisons could be

made only on items related to institutional error.

A second control group consisted of students whose records were randomly
selected from the Computed Applicant Records of the Student Aid Report. Students
selected for this control group, which involved computer tape data review only, were

from both sampled and nonsampled institutions.

The use of these two control groups to assess experimental bias is detailed in
Chapter 7 of Volume 1, along with the relevant findings. Data for experimental bias

assessment was analyzed using both SAS and SPSS, another statistical package.

6-14
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7
SURVEY RESPONSE RATES

As in every voluntary survey, it was not possible to gain the cooperation of every
institution to permit the drawing of a sample of its students or of every student and
parent sampled at cooperating institutions. Nevertheless, we did achieve high survey

response rates at both the institutional and individual levels.
7.1 INSTITUTIONAL SURVEY RESPONSE RATES

The institutional sample initially drawn included 322 schools and colleges. For
various reasons, five could not or 'would not cooperate with the survey. Therefore, the

institutional response rate was 9%.4 percent.

The first occasion for institutional refusal occurred during the telephone calling
to schedule the fall round of visits. Telephone schedulers who encountered refusals
referred them to their Westat supervisor, who could refer them to Advanced
Technology's institutional data collection manager, who was at the Westat telephone
center to make rescheduling decisions. The data collection manager converted several
refusals, including some based on an incorrect interpretation of the Buckley Amend-
ment. Some refusals were referred to the project officer for resolution. The five

ultimate refusals were made for the following reasons:

) At one public four-year institution, a fire in the administration building had
destroyed the financial aid records.

° At two proprietary institutions, all financial aid matters were handled by a
consultant who was abusively hostile, as he had been when two of his
clients were included in the Stage One sample.

° At one proprietary institution, the financial aid director and the director of

the school were parties to litigation under trial and could not be available
for the fall visit. They also refused to cooperate with the spring visits.
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) At one proprietary institution, a new financial aid director was alrezdy in
the midst of a set of audits by accrediting organizations and other
government agencies when we first contacted her. She also refused
cooperation when recontacted in the spring. :

7.2 STUDENT AND PARENT SURVEY RESPONSE

The number of completed cases was determined not only by the proportion of
students and pacents eligible for the study who cooperated by granting an interview,
but also by what proportion of the initial sample we eventually determined not to have
been part of the population being studied. We present the overall response rate first

and then explain the problem of sample loss.
7.2.1 Survey Response Rate

The response rates presented in this section represent "final" disposition
categories determined by rhe coders when the questionnaires were edited and coded,
after receipt at Westat's home office. In some caseé, the disposition of an apparently
completed questionnaire was changed as a result of additional work done at the home
office after the questionnaire had been sent in as a completed instrument. For
example, if a completed student questionnaire showed evidence that the student filed
a "Special Condition Application” in applying for a Pell Grant, the financial aid
administrator (FAA) at the student's institution was telephoned. [f the FAA indicated
that the student did file a Special Cordition Application, the status of the
questionnaire was changed from "complete" to "sample loss," because special condition
filers should not have been in the sample. If the parent of that student also completed
an interview, the parent's questionnaire was also changed from "complete" to "sample

loss."

Calculating the response rates from the clean data file represents a very
conservative approach to specifying survey response statistics. Since the response
rates cited in this section summarize the status of each questionnaire as it was edited
by the home office coder, they slightly understate the response rates when compared
to the operational response rates calculated during the field period and reported

weekly to the Department of Education.
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The dispositions of all the sampled students and parents are shown in Table 7-1.
The percentages in the table represent the proportion of completed interviews of those
eligible, sampled students and parents where an interview was possible. Ineligible
sample members, principally students (and therefore their pqrents) who never actually
-received a Pell Grant or who filed a Special Condition Application, and sampled
‘individuals who were dead or out of the country were deleted from the initia) sample
used as the denominator in the percentages. A separate analysis of this sample loss
category has been included in the report on findings as a part of the analyéis of non-

response.

To satisfy the analytic needs of the Pell Grant QC study, both a parent and a
student questionnaire must be completed for dependent student grants, while a student
" questionnaire alone is sufficient to verify an independent student grant. The last row
cf Table 7-1 reflects a combined response rate for pairs of dependent students and

parents and for single independent students.
7.2.2 Sample Loss

The initial sample of 4,109 students was drawn early in the school year from two
groups of students: those who were already receiving Pell Grants, and those who had
been certified as eligible pending successful validation by the financial aid offices at
their schools. We made efforts to identify and remove from the sampling frame
students who did not receive a grant or who had used a Special Condition Application
when they applied. It was, however, often impossible to identify these ineligible
sampled students, particularly among the group of students pending validation. Table
7-2 shows the number of student and parent cases and dispositions that make up the
sample loss category. Because it includes both students and parents, the survey

sample loss count is greater than the case sample loss count of 422 reported in
Chapter 7 of Volume I.

The sampled-in-error category represents students who were sampled in the fall
as recipients or recipients pending validation, but who never actually received a grant,
or who never actually attended the institution where they were sampled. If students
were found to be in any of the sample loss categories, their parents were also included

in that category, and both were removed from the data file.
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TABLE 7-1

PRELIMINARY STUDENT/PARENT SURVEY RESPONSE RATES

Grant Type and Form Number Number Net Number Percent
of Questionnaire in Sample Ineligible * * Sample Completed Completed

Dependent Student Grants:

Student 2,338 . 198 2,190 2,136 97.5
Parent 2, k8 211 2,177 2,094 96.2
Paired Student and Parent* 4,332 4,140 - 95.6

Independent Student Grants:

Student 15690 145 1,545 i,440 93.

2

N Parent 15630 355 1,335 967 72.4

Paired Student and Parent* 2,638 1,610 61.0
Dependency Status Not Determined* 62 59 3 0

Dependent and Independent Grants:

Paired Student and Parent 85218 6,970 5,750 82.5
Paired Student and Parent for :

dependent student grants and

student only for independent

student grants 6y 465 5,879 5,580 95.0

*Count of student and parent questionnairg (not a count of cases)
**Sample loss




Although the sample loss represents a reduction in the overall sample size for
the survey, it is well within acceptable limits. Since the number of
completed interviews exceeded the target, the precision of the sample estimates is
not seriously affected by the reduction.

TABLE 7-2

DISPOSITION OF STUDENT AND PARENT
SURVEY SAMPLE LOSS CASES

Number in Percent of
Disposition Category Category Sample Loss
Sampled in Error 465 43.1%
Out of Country 161 16.6%
Deceased 121 : 12.5%
Special Condition Filer 221 22.0%
Total 968 100.0%

7.2.3 Response Rate for Analytical Purposes

The response rates presented in this chapter reflect the success of the efforts to
interview students and their parents. Data analysis, howeve:;, requires not oniy that an
interview be conducted but that all sections of the interview be complete and all other
records be available. Thus, some cases that were considered complete for survey
purposes have been recoded as incomplete for analytical purposes, reducing the survey
response rate of almost 95 percent to a useful response rate of over 86 percent. This

reduction was primarily accounted for by two reasons.

. Parents of independent students were requested to complete only part of
the interview, with income and asset information omitted. Because their
participation was completely voluntary and these data would not be needed
in most cases, this information was excluded to facilitate cooperation and
protect their privacy. If, however, the student was later deemed to be
dependent, the omitted parent information became essentiai for a case to
be considered complete for analysis. In some instances, it was possible to
obtain this additional information from parents; in most (116 cases) it was
not. This reduced the functional response rate.
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) For some recipients we could not obtain their Computed Applicant Record
from the Student Aid Report, without which error could not be determined.
The reason for this was a failure to match the Social Security number (SSN)
on our records (which were verified during the interview) with either the
original SSN or the current SSN on the SAR file. This occurred in 72 cases.
Some of these failures to match were due to a damaged tape (the tape
from the central processor was received with unreadable data on about one
half of one percent of the blocks, which would be 16 cases if evenly
distributed), the remainder did not match for unknown reasons.

Additionai details on the functional response rate are given in Chapter 7 of Volume 1.

7.3 VARIANCE ESTIMATES
¢+

A critical part of the findings in Volume | are program-wide estimates of error
in the population of Pell recipients. These estimates, of course, may vary from the
actual population figures to the extent that the sample differs from the population. A
series of 42 tables presents selected estimates, standard errors of the estimates, and

coefficients of variation.
7.3.1 Variance Estimation by the Method of Balanced Repeated Replication

The sampling error of an estimate, based on any sample design using any

estimation procedure, no matter how complex, may be estimated by the method of

replications. Theoretically, this method is equivalent to the idea that the sample

selection, collection of data, and est.mation procedures are independently carried
through (replicated) several times. In practice, random 50 percent subsets of the
survey results are selected and estimates formed from each. The dispersion of the

resulting estimates can be used to measure the variance of the full sample.

The method of replications has special advantages in reducing the complexity of
variance computations. Another benefit is that it may be applied to compute sampling

errors for higher-order statistics without the need for new variance expressions.
The method consists of three steps:

) Assemble data for the sample units that make up each of the replicates.
This is equivalent to making a copy of the sample data for the units in each
of the subsamples of the full sample.
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) Perform the estimation procedure on each of the replicates. The same
estimation procedure, prepared for the full sample, is applied separately to
each of the replicates.

) Calculate the dispersion of the resulting estimates among the replicates to
estimate the variance of the full sample; a relatively simple computation
formula is used that does not depend on the form of the estimate for which
the variance is to be approximated.

Definition of the Replicates. Each of the half-sample replicates prepared for

variance estimation must satisfy two criteria:

) The replicate must comprise a sample approximately one-half the size of
the full sample.

. The selection of the half-sample must observe the same sampling principles
as the full sample.

For the replicates defined for the Pel! {:rant decign, these criteria are satisfied
by selecting half-samples of the units designated in the first stage of sampling in the
full sample. For nonself-representing institutions, a replicate comprises all students
selected in half of the clusters; in self-representing institutitons a replicate comprises
half of the students selected at the school. Half of the Alternative Disbursement

System (ADS) students were selected in each half-sample. ,

Each of the 34 certainty institutions is treated as a stratum. Half of the
students in each institution were assigned half-sample code 1 and half: were assigned
half-sample code 2. All ADS students were placed in stratum 35 with half assigned a

code of 1 and half assigned a code of 2.

Students in noncertaihty institutions were assigned to a stratum and half-sample
based on the geographic cluster of the institution. Clusters were paired (in the order
they appeared in the sampling frame) to form 36 strata. All students in a cluster were

assigned the same half-sample code (1 or 2).

Half-samples of the full sample were defined by randomly selecting one or the
other half-sample code from each of the 71 pairs; the number of different half-sample
replicates possible by this method would equal 2 raised to the 71st power (abouth 2,361 -

billion). McCarthy has shown that the variance can be estimated with equivalent
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reli@bility from only a small number of orthogon=! replicates.* For the Pell Grant
profram, the number of orthogonal replicates ne :ded is the smallest multiple of four
equal to or greater than the number of pairs. With 7i pairs, the number of replicates
neegded is 72.

Variance Calculations. For every estimate X calculated from the total sample,
let x; be the estimate calculated from the ith half-sample, i = 1, 2, ..., 72. The
variance estimate for X is then

| 72
Var(X) = — £ < - X)2.
ar (X) 72 el (x;

This formula has been used to compute the standard errors (square root of the

variance) for each statistic presented in Tables 7-3 through 7-44.
7.3,2 Estimated Sampling Errors

In this section we present estimated sampling errors developed using the methods
described in the previous section. For each statistic we present the estimate itself,
the standard error of the estimate, and the coefficient of variation (standard error of
the estimate divided by the estimate).

Table 7-3 presents the standard errors for program-wide dollar estimates of
error- The coefficients of variation for student and case error are always less than 12
percent, and the coefficients are often as low as 6 percenc. Estimated standard errors
for Number of cases with payment or eligibility errors are presented in Table 7-4. The
stapdard errors for estimated numbers of payment errors are at or below 8 percent.
Occurrence of eligibility errors, except no Financial Aid Transcript, was quite rare.
Therefore, the coefficients of variation will appear to be high. However, the standard

errors are low enough so that reasonably tight confidence intervals exist.

*u.s. Department of Health, Education and Welfare, National Center for Health
Statistics. Replication: An Approach to the Analysis of Data from Complex Surveys
by Philip J. McCarthy, Series 2, No. !4, Washington, D.C., Government Printing
Ofjjce,




TABLE 7-3

ESTIMATED SAMPLING ERRORS:
SELECTED PROGRAM-WIDE DOLLAR ESTIMATES

_ ~ Standard
Estimate Error Coefficient
Statistic ($ Millions) ($ Millions) of Variation
Overaward
Institution 206.36 26.68 0.13
Student 265.25 13.95 " 0.05
Case ’ 452.43 29.00 0.06
Underaward
Institution 104.25 18.79 0.18
Student 54.33 5.67 0.10
Case 136.20 15.91 0.12
Net Error
Institution 102.11 34,21 0.34
Student 210.92 15.52 0.07
Case 316.22 35.99 0.11
Absolute Error
Institution . 310.62 30.98 0.10
Student 319.58 14.58 0.05
Case 588.63 29.88 0.05
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TABLE 7-4

ESTIMATED SAMPLING ERRORS:
SELECTED NUMBER OF RECIPIENTS WITH ERROR

Standard
Estimate Error Coefficient
Statistic (Thousands) (Thousands) of Variation
Institutional Overaward , 388.05 28.23 0.07
Institutional Underaward | 437.20 33.17 0.08
Student Overaward 758.07 30.08 0.04
Student Underaward 218.81 13.47 0.06
Case Overaward : 1,022.72 31,90 - 0.03
Case Underaward ' 525.29 24.71 0.05
ELIGIBILITY ERRORS
Unsatisfactory Academic 9.22 3.68 0.40
Progress
Less Than Half Time 2.98 ~ l.ug ©0.50
Insufficient Program Length 0.76 0.73 0.95
Nondegree Program ‘ 11.89 ' 1.72 0.14
No Statement of Educational 9.38 3.45 0.37
Purpose ‘
No Financial Aid Transcript 82.21 12.49 0.15
Loan Default 0.70 0.66 0.96
Invalid SAR 9.92 2.92 0.29
Not Parent School 5.10 2.16 0.42




Standard errors for mean payment errors are presented in Table 7-5. These
standard errors are generally less than 325; thus, 95 percent confidence intervals
would generally have a width of less than $100.

The remaining tables provide sampling errors for the various estimates for the
following categories: ’

Type and Control of Institutjon
Grant Type (Dependency Status)
Validation Status

Tables 7-6 to 7-17 present estimates for the various program-wide estimates of error.
Tables 7-18 to 7-23 show estimates for the number of recipients with errors. Tables 7-
24 to 7-35 contain sampling errors for iean payment errors; and, finally, Tables 7-36

to 7-44 show the estimated number of recipients with eligibility errors.



TABLE 7-5

ESTIMATED SAMPLING ERRORS:
SELECTED MEAN DOLLAR ESTIMATES

Standard
: Estimate Error Coefficient
Statistic L) &) ' £ Variation
Mean Overaward
Institution 532 45 0.08
Student : 350 " It 0.03
Case 442 23 0.05
Mean Underaward
Institution 238 33 0.14
Student - 248 15 0.06
Case 259 22 0.09
Mean Net Error )
Institution 40 14 0.34
Student 83 6 0.07
Case 125 14 0.11
Mean Absolute Error
Institution 123 12 0.10
Student 126 , : 6 0.05
Case 233 12 0.05
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TABLE 7-6

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
INSTITUTIONAL OVERAWARD

Standard
Estimate Error Coefficient
Category ($ Millions) (S Millions) of Variation
Type and Control of Institution
Public & Year 90.75 21.60 0.24
Private 4 Year 49.98 11.56 0.23
Public 2 Year 25.15 3.82 0.15
Private 2 Year 2.79 1.80 0.65
Proprietary 2 Year 20.69 15.22 0.74
.Proprietary Less Than 2 Year 17.00 2.63 0.15
Grant Type
Independent 123.27 21.81 0.18
Dependent 33.09 11.16 0.13
Validation Status
Non-Validated 86.42 12.05 0.14
Validated 119.94 ‘ 18.78 0.16
All Categories Combined 206.36 26.68 0.13




TABLE 7-7

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
STUDENT OVERAWARD

Standard
Estimate Error Coefficient
Category ($ Millions) ($ Millions) of Variation
Type and Control of Institution
Public 4 Year 130.16 13.29 0.10
Private 4 Year. 63.24 9.03 0.1%
Public 2 Year 41.92 5.76 0.14%
Private 2 Year 6.06 2.29 0.38
Propriezary 2 Year 12.18 5.53 0.45
Proprietary Less Than 2 Year 10.76 3.39 0.31
Grant Type
Independent 104.09 10. 86 0.10
Dependent lel.16 3.24 0.05
Validation Status
Non-Validated 91.43 6.78 0.07
Validated 173.82 13.35 0.08
All Categories Combined 265.25 13.95 0.05




TABLE 7-8
ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:

CASE OVERAWARD
Standard .
Estimate Error Coefficient
Categorv ($ Millions) ($ Millions) of Variation
Type and Control of Institution
Public 4 Year 217.61 26.84 0.12
Private 4 Year 107.87 16.82 0.16
Public 2 Year 61.73 7.06 0.11
Private 2 Year . 8.51 3.00 0.35
Proprietary 2 Year 30.51 17.42 0.57
Proprietary Less Than 2 Year 26.20 4.30 0.16
Grant Type :
Independent 217.76 23.26 0.11
Dependent 234.66 12.55 0.05
Validation Status
Non-Validated 168.44 15.29 0.09
Validated 283.99 21.52 0.08
All Categories Combined 452.43 29.00 0.06
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TABLE 7-%

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
INSTITUTIONAL UNDERAWARD

Standard
Estimate Error Coefficient
Category (§ Millions) ($ Millions) of Variation
Type and Control of Institution
Public 4 Year 25.82 3.43 0.13
Private 4 Year 14.95 4.11 0.27
Public 2 Year C .98 i5.50 0.39
Private 2 Year 3.34 z2.53 0.76
Proprietary 2 Year 7.70 3.15 0.41
Proprietary Less Than 2 Year 12.40 6.33 0.51
Grant Type
Independent 48.81 12.19 0.25
Dependent - 5545 7.95 0. 14
Validation Status »
Non-Validated 46.97 9.76 0.21
Validated | 57.28 9.51 0.17°

All Categories Combined 104.25 18.79 0.18




"~ TAALE 7-10
ESTIMATED SAMPLING ERRQRS BY SELECTED CATEGORIES:

STUDENT UNDERAWARD
) Standard
EAtlmate Error Coefficient
Category (§ Mijlions) ($ Millions) .of Variation
Type and Control of Institution |
Public 4 Year : 25.81 4,54 0.18
Private 4 Year 15.62 2.97 0.1%
Public 2 Year 8.01 2.28 0.28
Private 2 Year 1.87 1.06 0.56
Proprietary 2 Year 1.56 0.76 0.48
Proprietary Less Than 2 Year 1.30 0.67 . 0.52
Grant Type .
Independent 11.86 3.26 0.27
Dependent 42.48 4.63 0.11
Validation Status
Non-Validated’ 17.52 3.28 0.19
Validated 36.82 3.70 0.10
All Categories Combined 54.33 5.67 0.10
L4
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TABLE 7-11

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
CASE UNDERAWARD

Standard
Estimate Error Coefficient
Category (5 Millions) ($ Millions) of Variation
Type and Control of Institution .
Public 4 Year - 44,57 5.51 0.12
Private & Year 25.34 4.59 0.1%8
Public 2 Year ' 42.33 13.88 0.33
Private 2 Year 4,87 3.00 0.62
Proprietary 2 Year 6.89 2.52 0.3¢
Proprietary Less Than 2 Year 12.20 6.07 0.50
Grant Type .
Independent ' 50.74 9.79 0.19
Dependent 85.46 8.47 0.10
Validation Status
Non-Validated 55.22 £.93 0.16
Validated 80.99 3.14 0.10
All Categories Combined 136.20 15.91 0.12
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TABLE 7-12

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
NET INSTITUTIONAL ERROR

Standard

. Estimate Error Coefficient
Category ($ Millions) ($ Millions) of Variation

Type and Control of Institution
Public 4 Year ' 64,94 21.42 0.33
Private 4 Year 35.03 13.24 0.38
Public 2 Year -14,83 16.34 -1.10
Private 2 Year -0.55 2.96 5.36
Proprietary 2 Year - 12.99 14.93 1.15
Proprietary Less Than 2 Year 4,54 7.23 1.59
Grant Type .
Independent 74.47 25.82 0.35
Dependent 27 .64 14.74 0.53

Validation Status

Non-Validated 39.45 16.44 0.42
Validated 62.66 21.73 0.35
All Categories Combined 102.11 34,21 0.34




TABLE 7-13

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
ABSOLUTE INSTITUTIONAL ERROR

Standard
Estimate Error Coefficient
Category - ($ Millions) ($ Millions) of Variation
Type and Contral of Institution
Public 4 Year 116.57 22.32 0.19
Private 4 Year 64.93 11.21 0.17
Public 2 Year 65.13 15.59 0.24
Private 2 Year 6.13 e 3.26 0.53
Proprietary 2 Year 28.39 16.13 0.57
Proprietary Less Than 2 Year 29.46 . 6.46 0.22
Grant Type .
Independent 172.08 24.12 0.14
Dependent 138.56 L. 12,57 0.09
Validation Status
Non-Val.dated 133.39 14,51 0.11
Validated 177.23 20.36 0.11

All Categories Combined 310.62 30.98 0.10
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TABLE 7-14
ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:

NET STUDENT ERROR
- Standard
. _ Estimate Error Coefficient
Category ($ Millions) ($ Millions) of Variation
Type and Control of Institution :
Public # Year 104.35 13.40 0.13
Private & Year 47.62 3.70 0.18
Public 2 Year 33.91 5.41 0.16
Private 2 Year . 4.18 1.87 0.45
Proprietary 2 Year 10.62 5.00 0.47
Proprietary Less Than 2 Year 9.46 3.18 0.34
Grant Type
Independent 92.23 - 12,00 0.13
Dependent 118.68 9.01 0.08
Validation Status
Non-Validated 73.92 7.97 0.11
Validated 137.00 13.93 0.10
All Categories Combined 210.92 15.52 0.07
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TABLE 7-15

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
* ABSOLUTE STUDENT ERROR

Standard
Estimate Error Coefficient

e Category ($ Millions) ($ Millions) of Variation
Type and Control of Institutior

Public 4 Year 155.98 14.66 0.09

Private 4 Year 78.86 10.25 0.13

Public 2 Year 49.93 6.89 0.14

Private 2 Year 7.93 3.03 0.38

Proprietary 2 Year 13.75 6.11 0.44

Proprietary Less Than 2 Year 12.06 3.71 0.31
Grant Type

Independent 115.94 10.63 0.09

Dependent ~ 203.64 9.89 0.05
Validation Status

Non-Validated ' 108.95 7.07 0.06

Validated ' 210.63 13.77 0.07
Al Categories Combined " © 319.63 14.58 0.05
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TABLE 7-16

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
' NET CASE ERROR

Standard .
Estimate Error Coefficient
Category , ($ Millions) ($ Millions) of Variation
Type and Control of Institution
Public 4 Year 173.03 25.11 ' 0.15
Private 4 Year 82.54 17,72 0.21
Public 2 Year 19.41 15.48 0.80
Private 2 Year : 3.63 2.73 0.75
Proprietary 2 Year 23.61 16.94 0.72
Proprietary Less Than 2 Year 14.00 7.24 0.52
Grant Type
Independent 167.02 25.19 0.15
Dependent ' 149.21 16.25 0.11
Validation Status
Non-Validated 113.22 19.26 0.17
Validated 203.00 24.54 0.12
All Categories Combined 316.22 35.99 0.11
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TABLE 7-17

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
ABSOLUTE CASE ERROR

‘Standard
: : Estimate Error Coefficient
Category ($ Millions) ($ Millions) of Variation
Type and Control of Institution
Public 4 Year 262.18 29.52 0.11
Private 4 Year 133.21 17.15 0.13
Public 2 Year 104.04 ' 15.66 0.15
Private 2 Year 13.38 5.35 0.40
Proprietary 2 Year 37.40 i8.24 0.49
Proprietary Less Than 2 Year 38.40 7.64 0.20
Grant Type
Independent 268.51 25.29 0.09
Dependent 320.12 13.96 0.04
Validation Status
Non-Validated 223.65 15.99 0.07
Validated 364.97 21.37 0.06
All Categories Combined 58&.63 29.88 0.05




TABLE 7-18

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
NUMBER OF RECIPIENTS WITH INSTITUTIONAL OVERAWARD

Standard
. Estimate Error Coefficient
Category (Thousands) (Thousands) of Variation
Type and Control of Institution
Public 4 Year 170.97 ‘ 25.09 0.15
Private 4 Year 60.49 14,49 0.24
Public 2 Year 103.69 14.10 0.14
Private 2 Year 4.69 2.05 0.44
Proprietary 2 Year 23.25 15.77 0.68
Proprietary Less Than 2 Year 24.97 h.64 0.19
Grant Type
Independent 207.99 21.77 0.10
Dependent 180.06 14,81 0.08
Validation Status
Non-Validated 161 .04 14,96 0.09
Validated 227 .01 19.76 0.09
All Categorizs Combined 388.05 28.23 0.07




TABLE 7-19

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
NUMBER OF RECIPIENTS WiTH INSTITUTIONAL UNDERAWARD

Standard
° Estimate Error Coefficient
Category (Thousands) (Thousands) of Variation
Type and Control of Institution |
Public 4 Year 156.49 20.47 0.13
Private 4 Year 36.66 7.70 0.21
Public 2 Year . 171.58 23.11 0.13
Private 2 Year _ 17.48 11.35 0.65
Proprietary 2 Year 19.09 6.63 - 0.35
Proprietary Less Than 2 Year 35.90 10.88 0.30
Grant Type
Independent 198.58 21.40 0.11
Dependent 238.63 17.69 0.07
Validation Status .
Non-Validated 180.74 Y 17.37 0.10
Validated 256.47 20.83 0.08
All Categories Combined 437.20 33.17 0.08
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TABLE 7-20

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
NUMBER OF RECIPIENTS WITH STUDENT OVERAWARD

Standard ,
Estimate Error Coefficient -
Category (Thousands) (Thousands) of Variation
Type and Control of Institution _
Public 4 Year 365.56 31.89 0.09
Private 4 Year 194.35 23.88 0.15
Public 2 Year 122.95 14.86 0.12
Private 2 Year 21,64 8.89 0.41
Proprietary 2 Year 19.73 8.19 0.41
Proprietary Less Than 2 Year 31.88 7.65 0.24
.Grant Type
Independent 133,28 16.82 0.09
Dependent 574.78 23.28 0.04
Validation Status
Non-Validated 254.70 14.04 0.06
Validated 503.36 28.37 0.06
All Categories Combined 758.07 30.08 0.04
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TABLE 7-21

ESTIMATED SAMPLING ERRORS BY SELECTED CATE‘GORIIES:
NUMBER OF RECIPIENTS WITH STUDENT UNDERAWARD

Standard

Estimate » Error Coefficient
Category (Thousands) (Thousands) of Variation
Type and Control of Institution
Public &4 Year . 100. 10 14.35 0.14
Private 4 Year 62.29 8.83 G.14
Public 2 Year 31.13 6.50 0.21
Private 2 Year | 8.03 4,43 0.55 -
. Proprietary 2 Year 6.81 2.46 0.36
Proprietary Less Than 2 Year . 8.49 3.18 0.37
Grant Type-
Independent - 40.33 6.33 0.16
Dependent . 178.48 12.91 0.07
Validation Status
Non-Validated 64.72 6.47 0.10
Validated ) 154.09 10.91 6.07
All Categories Combined 218.81 13.47 0.06




TABLE 7-22

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
NUMBER OF RECIPIENTS WITH CASE OVERAWARD

Standard
Estimate Error , Coefficient
Category (Thousands) (Thousands) of Variation
Type and Control of Institution
Public 4 Year 499.40 44.10 0.09
Private &4 Year 225.38 31.08 0.14
Public 2 Year 193.05 22.26 0.12
Private 2 Year 24,15 9.11 0.38
Proprietary 2 Year 35.89 19.09 0.53
Proprietary Less Than 2 Year 44.85 6.49 0.14
Grant Type
Independent . 350.98 25.87 0.07
Dependent 671.74 21.92 0.03
Validation Status
Non-Validated 367.04 21.76 0.06
Validated 655.68 28.26 0.04
All Categories Combined 1,022.72 31.90 0.03
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TABLE 7-23

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
NUMBER OF RECIPIENTS WITH CASE UNDERAWARD

Standard
Estimate Error Coefficient
- Category (Thou_sands) (Thousands) of Variation
Type and Control of Institution
Public 4 Year 189.39 22.08 0.12
Private 4 Year 88.50 12.96 0.15
Public 2 Year 171.97 21.02 0.12
Private 2 Year 18.13 10.87 0.60
. Proprietary 2 Year 16.05 5.38 0.33
Proprietary Less Than 2 Year 41,24 11.23 ) 0.27
Grant Type :
Independent 201.20 17.88 0.09
Dependent 324.09 17.60 0.05
Validation Status :
Non-Validated 195.36 14.01 0.07
Validated 329.94 16.30 0.05

All Categories Combined 525.29 24.71 0.05
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TABLE 7-24

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
© MEAN INSTITUTIONAL OVERAWARD

Standard
Estimate Error Coefficiznt
Category (S) (S) of Variatior
Type and Control of Institution
Public 4 Year 531 ‘ 80 0.15
Private 4 Year ' 826 89 G.11 -
Public 2 Year 243 32 0.13
Private 2 Year 595 338 0.57
Proprietary. 2 Year 890 251 0.28
Proprietary Less Than 2 Year 681 120 0.18
Grant Type
Independent ‘ 593 63 0.11
Dependent b6l . 42 0.09
Validation Status
Non-Validated . 537 53 0.10
Validated 528 55 0.10
All Categories Combined 532 5 0.08
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TABLE 7-25

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
MEAN STUDENT OVERAWARD

Standard
Estiinate Error Coefficient
Category &) (%) of Variation
Type and Control of Institution
Public 4 Year " 356 22 0.06
Private 4 Year 325 32 0.10
Public 2 Year 341 24 0.07
Private 2 Year 280 175 0.62
Proprietary 2 Year 617 256 0.41
Proprietary Less Than 2 Year 338 78 0.23
Grant Type ,
Independent 563 25 : 0.04
Dependent 280 11 0.04
Validation Status ,
Non-Validated 359 20 0.05
Validated 345 15 0.04
All Categories Combined 350 11 0.03




T.\BLE 7-26

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
MEAN CASE OVERAWARD '

Standard
. Estimate Error Coefficient
Category % __ (&) of Variation
Type and Control of Institution ‘
Public # Year 436 33 0.08
Private 4 Year 479 45 0.09
Public 2 Year 320 25 0.08
Private 2 Year 352 107 G.30
Proprietary 2 Year . 850 148 0.17
Proprietary Less Than 2 Year 584 67 0.11
Grant Type
Independent 620 40 0.06
Dependent 349 16 0.05
Validation Status
Non-Validated 459 31 0.07
Validated 433 25 0.06
All Categories Combined 42 23 0.05
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TABLE 7-27

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
MEAN INSTITUTIONAL UNDERAWARD

Standard
Estimate Error Coefficient
Category (%) $) of Variation
Type and Control of Institution
Public & Year 165 17 0.10
Private 4 Year 408 61 3.15
Public 2 Year 233 70 0.2
Private 2 Year 191 : 59 0.31
Proprietary 2 Year 403 132 0.33
Proprietary Less Than 2 Year 347 109 0.32
Grant Type .
Independent 246 49 0.20
Dependent 232 26 0.11.
Validation Status
Non-Validated 260 39 0.15
Validated : 223 31 0.14
All Categories Combined 238 33 0.14%
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TABLE 7-28

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
MEAN STUDENT UNDERAWARD

Standard
Estimate Error Coefficient
Category ($) &) _ of Variation
Type and Control of Institution
Public 4 Year ' 258 21 0.08
Private & Year 251 29 0.11
Public 2 Year 257 42 0.16
Private 2 Year 233 . 181 0.78
Proprietary 2 Year 229 94 0.41
Priprietary Less Than 2 Year 153 ‘ 45 0.29
Grant Type
Independent 294 55 0.19
Dependent 238 15 0.06 .
Validation Status -
Non-Validated 271 41 0.15
Validated 239 i3 0.05

All Categories Combined 248 16 0.06

7-35

153




TABLE 7-29

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
MEAN CASE UNDERAWARD

Standard
Estimate Error Coefficient
Category (%) &) of Variation
Type and Control of Institution
Public 4 Year 235 17 0.07
Private 4 Year 286 27 0.09
Public 2 Year 246 60 0.24
Private 2 Year 269 76 0.28
Proprietary 2 Year 430 150 0.35
Proprietary Less Than 2 Year 296 99 0.33
Grant Type :
Independent 252 36 0.14
Dependent 264 18 0.07
Validation Status
Non-Validated 293 34 . 0.12
Validated 245 19 0.08
All Categories Combined 259 22 0.09
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TABLE 7-30

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
MEAN NET INSTITUTIONAL ERROR

Standard
- Estimate Error Coefficient
Category (&) (&) of Variation
Type and Control of Institution
Public 4 Year 26 8 0.33
Private 4 Year 14 5 0.38
Public 2 Year -6 6 1.10
Private 2 “ear -0 { 5.36
Proprietary 2 Year 6 1.15
Proprietary Less Than 2 Year 3 1.59
Grant Type
Independent 29 10 0.35
Dependent 11 6 0.53
Validation Status
Non-Validated 16 6 0.42
Validated 25 9 0.35
All Categories Combined 40 14 0.34
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TABLE 7-31

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGCRIES:
MEAN ABSOLUTE INSTITUTIONAL ERROR

Standard
Estimate Error Coefficient
Category % %) of Variation
Type and Control of Institution
Public 4 Year 46 9 0.19
Private 4 Year 26 4 0.17
Public 2 Year 26 6 0.24
Private 2 Year 2 1 0.53
Proprietary 2 Year ' 11 6 0.57
Proprietary Less Than 2 Year 12 3 0.27
Grant Type
Independent 63 10 0.14
Dependent 55 5 0.09
Validation Status
Non-Validated 53 6 0.11
Validated 70 g 0.11
All Categories Combined 123 12 0.10
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TABLE 7-32

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
MEAN NET STUDENT ERROR

: Standard
Estimate ~ Error Coeffirient
Category (&) %) of Variation
Type and Control of Institution _
Public 4 Year 4 5 0.13
Private 4 Year 19 3 0.18
Public 2 Year 13 2 0.16
Private 2 Year 1 0.45
Proprietary 2 Year 2 0.47
Proprietary Less Than 2 Year 4 1 0.34
Grant Type
Independent 36 5 0.13
Dependent : 47 4 0.08
Validation Status
Non-Validated 29 3 0.11
Validated 54 6 0.10
All Categories Combined | 83, 6 0.07
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TABLE 7-33

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
MEAN ABSOLUT: STUDENT ERROR

Standard
Estimate Error Coefficient
Category ) &) of Variation
Type and Control of Institution
Public 4 Year 62 6 0.09
Private 4 Year 31 4 0.13
Public 2 Year 20 3 0.14
Private 2 Year 3 1 0.38
Proprietary 2 Year 2 0.44
Proprietary Less Than 2 Year 1 0.31
Grant Type
Independent 46 4 g.09
Dependent 80 4 0.02
Validation Status
Non-Validated 43 3 0.06
Validated - 83 5 0.07
All Categories Combined 126 6 0.05
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TABLE 7-34

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
MEAN NET CASE ERROR

Standard
Estimate Error Coefficient
Category (&) (%) of Variation
Type and Control of Institution
Public 4 Year 68 10 0.15
Private 4 Year 33 7 0.21
Public 2 Year 8 6 0.30
Private 2 Year 1 1 0.75
Proprietary 2 Year 9 7 0.72
Proprietary Less Than 2 Year 6 3 0.52
Grant Type
Independent 66 10 0.15
Dependent 59 6 0.11
Validation Status
Non-Validated 45 8 0.17
Validated &0 10 0.12

All'Categories Combined 125 14 ~ 0.11




TABLE 7-35

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
MEAN ABSOLUTE CASE ERROR

Standé.rd
Estimate ' Error Coefficient
Category (%) (% of Variation
Type and Control of Institution |
Public # Year 104 12 0.11
Private 4 Year 53 7 0.13
Public 2 Year 41 6 0.15
Private 2 Year 5 2 0.40
Proprietary 2 Year 15 7 0.49
Proprietary Less Than 2 Year 15 3 0.20
Grant Type
Independent 106 10 0.09
Dependent 127 6 0.04
Validation Status
Non-Validated 88 6 0.07
Validated 144 8 0.06

All Categories Combined 233 12 ’ 0.05
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TABLE 7-36

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
NUMBER OF RECIPIENTS WITH UNSATISFACTORY ACADEMIC PROGRESS ELIGIBILITY ERROR

Standard Coefficient
Category Estimate Error of Variation
Type and Control of Institution
Public 4 Year 6,246 ‘ 3,39 0.54
Private 4 Year 737 697 0.95
Public 2 Year 2,235 1,551 0.69
Private 2 Year 0 0 -
Proprietary 2 Year 0 0 --
Proprietary Less Than 2 Year 0 0 -
Grant Type :
Independent 4,777 2,623 0.55
Dependent 4,441 1,748 0.39
Validation Status
Non-Validated 784 735 0.94
Validated 8,434 3,597 ’ 0.43
All Categories Combined 9,218 3,682 0.40
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TABLE 7-37

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
NUMBER OF RECIPIENTS WITH LESS THAN HALF TiME ELIGIBILITY ERROR

Standard Coefficient

Category ' Estimate Error of Variation

Type and Control of Institution

Public 4 Year 1,466 953 0.65

Private 4 Year 0 0 -

Public 2 Year 0 0 -

Private 2 Year 0 . 0 --

Proprietary 2 Year 727 676 0.93

Proprietary Less Than 2 Year . 784 756 0.96
‘Grant Type

Independent 1,466 953 . 0.65

Dependent 1,511 1,077 0.71
Validation Status

Non-Validated : 1,511 1,077 0.71

Validated 1,466 953 0.65
All Categories Combined 2,977 1,484 0.50
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. TABLE7-38

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
NUMBER OF RECIPIENTS WITH INSUFFICIENT PROGRAM LENGTH ELIGIBILITY ERROR

Standard Coefficient

Category Estimate Error of Variation

Type and Control of Institution

Public % Year 0 0. --

Private 4 Year 0 0 --

Public 2 Year 0 0 --

Private 2 Year 0 0 -

Proprietary 2 Year 0 0 --

Proprietary Less Than 2 Year 765 726 0.95
Grant Type

Independent 0 0o - --

Dependent 765 , 726 0.95
Validation Status

Non-Validated 765 726 0.95

Validated 0 ) 0 --
All Categories Combined 765 - 726 0.95
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TABLE 7-39

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
NUMBER OF RECIPIENTS WITH NONDEGREE PROGRAM ELIGIBILITY ERROR

Standard Coefficient
Category Estimate Error of Variation
Type and Control of Institution
Public 4 Year » 0 0 -
Private 4 Year : 708 675 0.95
Public 2 Year ' 0 0 -
Private 2 Year 0 0 -
Proprietary 2 Year 0 0 --
Proprietary Less Than 2 Year 11,184 1,672 0.15
Grant Type
Independent 3,218 4,890 0.59
Dependent 3,674 3,472 N.95
Validation Status
Non-Validated 2,690 858 0.09
Validated 2,202 1,181 0.54
All Categories Combined 11,892 1,717 0.14



TABLE 7-40

ESTIMATED SAMPLING ERRORS bBY SELECTED CATEGORIES:
NUMBER OF RECIPIENTS WITH NO STATEMENT OF EDUCATIONAL PURPOSE ELIGIBILITY ERRO!

Standaid Coefficient
Category Estiinate Error of Variaticn
Type and Control of Institution i
Public 4 Year 3,357 1,876 0.56
Private 4 Year 2,186 1,121 0.51
Public 2 Year 2,957 2,226 0.75
Private 2 Year : 0 0 --
Proprietary 2 Year 334 883 ©1.00
Proprietary Less Than 2 Year 0 0° --
Grant Type
Independent 5,676 2,750 0.438
Dependent 3,708 1,568 0.42
Validation Status
Non-Validated 2,503 1,442 v 0.58
Validated 6,881 2,694 0.59
All Categories Combined 9,384 3,45, 0.37
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TABLE 7-41

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
NUMBER OF RECIPIENTS WITH NO FINANCIAL AID TRANSCRIPT ELIGIBILITY E.RROR

Standard Coefficient
Category Estimate Error of Variation
Type and Control of Institution
Public 4 Year 40,779 11,266 0.28
Private & Year 22,035 6,025 0.27
Public 2 Year 9,52¢ 4,485 0.47
Private 2 Year 2,186 1,543 0.71
Proprietary 2 Year 6,163 3,407 0.55
Proprietary Less Than 2 Year 1,519 972 0.64
Grant Type
Independent 46,594 5,018 0.19
Dependent 35,617 5,924 0.1,
Validation Status
Non-Validated 33,110 5,246 0.16
Validated 49,101 8,952 0.18
All Categories Combined 82,211 12,487 0.15
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TABLE 7-42

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
NUMBER OF RECIPIENTS WITH LOAN DEFAULT ELIGIBILITY ERROR

Standard Coefficient
Category Estimat: Error of Variation

Type and Control of Institution
Public # Year 695 664 0.96

Private 4 Year 0 0 --

Public 2 Year 0 0 --

Private 2 Year 0 0 --

Proprietary 2 Year 0 0 --

Proprietary Less Than 2 Year 0 0 --
Grant Type

Independent 695 664 0,96

Dependent 0 0 --
Validation Status

Non-Validated 0 0 --

Validated 695 664 0.96
All Categories Combined 695 664 0.96
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TABLE 7-43

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
NUMBER OF RECIPIENTS WITH INVALID SAR ELIGIBILITY ERROR

Standard Coefficient
Category Estimate Error of Variation
Type and Control of Institution
Public # Year 4,380 1,998 0.46
Private & Year 1,464 981 0.67
Public 2 Year 2,566 1,873 0.73
Private 2 Year 0 0 --
Proprietary 2 Year 734 700 . 0.95
Proprietary Less Than 2 Year ' 730 765 : ©0.98
Grant Type
Independent 4,086 2,083 0.51
Dependent 5,837 2,445 0.42
Validation Status
Non-Validated 2,619 1,950 0.74
Validated 7,304 2,665 0.36
All Categories Combined 9,923 2,918 0.29
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TABLE 7-44

ESTIMATED SAMPLING ERRORS BY SELECTED CATEGORIES:
NUMBER OF RECIPIENTS WITH NOT PARENT SCHOOL ELIGIBILITY ERROR

L]

Standard Coefficient
Category Estimate Error of Variation
Type and Control of Institution
Public 4 Year 5,104 2,158 0.42
Private 4 Year 0 0 —
Public 2 Year 0 0 -
Private 2 Year 0 0 -
-Propriétary 2 Year 0 0 -—-
Proprietary Less Than 2 Year 0 0 --
Grant Type
Independent 1,466 81 Q.04
Dependent . 3,638 _ 2,150 0.5
Validation Status
Non-Validated 1,459 1,026 170
Validated - 3,645 1,241 (.54
All Categories Combined 5,104 2,158 0.42
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